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1. Introduction 

Opportunistic networks are one of the most interesting extensions of the legacy Mobile Ad hoc 

Networks (MANETs) concept. Legacy MANETs are composed by mobile nodes that 

collaboratively setup a network plane by running a given routing protocol. Therefore, the – 

sometimes implicit – assumption behind MANETs is that the network is well connected, and 

nodes’ disconnection is an exception to deal with. Most notably, if the destination of a given 

message is not connected to the network when the message is generated, then that message is 

dropped after a short time (i.e., the destination is assumed not to exist). Opportunistic networks 

are mobile wireless networks in which the presence of a “continuous” path between a sender and 

a destination is not assumed. Sender and destination nodesmay never be connected to the 

network at the same time. The network is assumed to be highly dynamic, and the topology is 

thus extremely unstable and sometimes completely unpredictable. Nevertheless, the network 

must guarantee end-to-end delivery of messages despite frequent disconnections and partitions. 

The opportunistic networking paradigm is particularly suitable to those environments which are 

characterized by frequent and persistent partitions. In Section 7 we will survey the most relevant 

case studies that rely on this paradigm. However, we can anticipate here a couple of example 

scenarios where classical wireless networking approaches are not feasible and the opportunistic 

networking approach is the only viable solution. In the field of wildlife tracking, for example, 
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some kinds of sensor nodes are used to monitor wild species. In these cases it is not easy (nor 

possible sometimes) to have connectivity among a source sensor node and a destination data 

collector node. This because the animals to be monitored move freely and there is no possibility 

to control them in such a way to favor connectivity. Opportunistic networks may also be 

exploited to bridge the digital divide. In fact, they can support intermittent connectivity to the 

Internet for underdeveloped or isolated regions. This can be obtained by exploiting mobile nodes 

that collect information to upload to the Internet as well as requests for web pages or any kind of 

data that needs to be downloaded from the Internet. Both data and requests are up/down-loaded 

from/to the Internet once the mobile data collector node reaches a location where connectivity is 

available.  

It clearly emerges that routing and forwarding play a key role in opportunistic networks. 

However, given the intermittent connectivity, it is not always possible to define a complete route 

between the source and destination nodes at the moment the source is willing to deliver its 

message. Hence, routing is not intended in the classical way. Routes in opportunistic networks 

are usually computed “on-the-fly”, while messages are being forwarded. Routing is thus rather 

concerned with finding hop-by-hop a path to the destination. In fact, at each step the only 

decision which can be made is to whom the message is to be forwarded next. As a result, routing 

and forwarding are typically performed at the same time1.  

In general, two main concepts are at the basis of routing/forwarding protocols for these networks. 

On the one hand, since topological information is unreliable, routing should exploit information 

pertaining to any layer of the stack to understand how to build routes. On the other hand, any 

communication opportunity should be exploited (at least, considered) for carrying messages 

                                                 
1 In the following, we will use the terms routing and forwarding interchangeably. 
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closer to the eventual destination(s).  

Different approaches to routing are possible, as discussed in Section 2. Some (historical) routing 

approaches are based on a vast dissemination of data in all network directions. By spreading 

information throughout the network, the probability that messages eventually reach destination is 

very high. However, these approaches cause severe resource consumption (e.g., bandwidth and 

memory at intermediate nodes) due to the frequent data exchanges involved. More recent 

approaches therefore, tend to identify only one or a few preferential directions for data 

forwarding. These approaches are generally more computationally intensive than the previous 

ones, but consume smaller amount of bandwidth and memory. Although we provide here a 

general classification and discussion of the possible routing approaches in opportunistic 

networks, we particularly focus on Mobile-Relay Forwarding (MRF). MRF assumes that there 

exist particular nodes (Mobile Relays) in the network that are exploited to collect messages from 

the source nodes, and to take messages (closer) to the destination. Routing approaches based on 

Mobile Relays (MRs) are very energy efficient because regular nodes are relieved of their 

routing workload, which is instead undertaken by MRs. Furthermore, this approach increases 

network scalability since the addition of extra nodes to the network does not imply an increment 

of routing complexity. This is particularly beneficial to scenarios that can potentially include a 

lot of (heterogeneous) devices like, for example, an urban environment. For example, MRs can 

be bus traveling in a city, while regular nodes can be pedestrians. Regular nodes wait for one of 

such MRs to pass nearby, and hand over messages to it. Usually, MRs have completely different 

mobility patterns with respect to regular nodes, cover larger distances, and are thus able to 

connect nodes that would not be able to communicate otherwise. Mobility of MRs can be either 

controllable or not, and MRs can be either already part of the system, or deployed just for the 
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sake of improving routing performance. Furthermore, MRs usually have fewer restrictions on the 

availability of resources with respect to the other nodes of the network. Therefore, they can 

greatly increase network connectivity and data delivery in opportunistic networks.  

In this chapter we describe the different types of architecture that have been proposed to exploit 

the MRF concept (see Section 3). Then, we identify the main issues to be addressed in the design 

of the MR behavior (Section 4), and focus on algorithms that control MR movements to optimize 

network performance (Section 5). As opportunistic networks are composed by mobile devices, 

power-conservation issues should be of primary concern. Therefore, we discuss power-

management techniques for MRF in Section 6. Section 7 is devoted to the description of some 

relevant case studies highlighting how the MRF concept can be exploited in different scenarios. 

In particular, in Section 7.4 we give special emphasis to a novel kind of network that the MRF 

concepts can be applied to, i.e., Underwater Sensor Networks. Conclusions and open issues are 

discussed in Section 8. 

2. Routing Approaches in Opportunistic Networking 

As highlighted above, routing is the most compelling challenge in opportunistic networking. The 

design of efficient routing strategies for opportunistic networks is generally a complicated task 

due to the absence of knowledge about the topological evolution of the network. Routing 

performance improves when more knowledge about the expected topology of the network can be 

exploited [Sush04]. Unfortunately, this kind of knowledge is not easily available, and a trade-off 

must be met between performance and knowledge requirement.  

Depending on the particular routing approach followed, opportunistic networks may be classified 

at a very top level into two categories: infrastructure-less and infrastructure-based networks 

[Pelu06b]. Infrastructure-less networks are completely flat ad hoc networks (without 



 5

infrastructure) where all the nodes equally take on routing/forwarding duties. In infrastructure-

based networks (with infrastructure) instead, some form of infrastructure is exploited to forward 

messages opportunistically. The infrastructure is typically composed by special nodes that are in 

charge of messages forwarding whereas the other nodes are generally relieved of the forwarding 

workload.  

2.1. Infrastructure-less Opportunistic Networks 

In infrastructure-less opportunistic networks two basic routing approaches are followed: 

dissemination-based and context-based routing. Dissemination-based algorithms are essentially 

forms of controlled flooding, and differentiate themselves for the policy used to limit flooding. 

Context-based approaches usually do not adopt flooding schemes, but use knowledge of the 

context that nodes are operating in to identify the best next hop at each forwarding step. The 

following sub-sections offer an overview of both dissemination-based and context-based routing 

approaches describing the most representative algorithms of each. 

2.1.1 Dissemination-based Routing 

Routing techniques based on data dissemination perform delivery of a message to destination by 

simply diffusing it all over the network. The heuristic behind this policy is that, since there is no 

knowledge of a possible path towards the destination nor of an appropriate next-hop node, a 

message should be sent everywhere. It will eventually reach the destination by passing node by 

node. Dissemination-based techniques are very resource hungry. Moreover, due to the 

considerably high number of transmissions involved, dissemination-based techniques suffer from 

high contention and may potentially lead to network congestion. To increase the network 

capacity the spreading radius of a message is typically limited by imposing a maximum number 

of relaying hops to each message or even by limiting the total number of message copies present 
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in the network at the same time. When no relaying is further allowed, a node can only send 

directly to destination when/in case met. 

The first protocol exploiting dissemination techniques that has been proposed in the literature is 

the Epidemic Routing protocol [Vahd00]. In Epidemic Routing messages diffuse in the network 

similarly to diseases or viruses, i.e., by means of pair-wise contacts between individuals/nodes. A 

node is infected by a message when it either generates that message or alternatively receives it 

from another node for forwarding. The infected node stores the message in a local buffer. A node 

is susceptible to infection when it has not yet received the message2 but can potentially receive it 

in case it comes into contact with an infected node (i.e., a node that stores that message). The 

infected node becomes recovered (healed from the disease) once having delivered the message to 

the destination node and, as a result, it also becomes immune to the same disease and does not 

provide relaying to the same message any more. The dissemination process is somehow bounded 

because each message when generated is assigned a hop count limit giving the maximum number 

of hops that that message is allowed to traverse till the destination. When the hop count limit is 

one, the message can only be sent directly to the destination node. 

Further steps beyond epidemic routing are represented by PROPHET [Lind03] and the MV 

routing [Burn05] protocols. In both protocols, messages are exchanged during pair-wise contacts 

as in epidemic routing. However, a more sophisticated method to select the messages to forward 

to an encountered node is introduced. Basically, the choice depends on the probability of the 

encountered nodes to deliver the messages successfully to their eventual destinations. The 

delivery probability relies on observations on the meetings between nodes (in PROPHET), and 

both on the meetings between nodes and the visits of nodes to geographical locations occurred in 

                                                 
2 The message itself represents the infection/virus. 
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the recent past (in MV Routing).  

Network-coding-based routing [Widm05] also falls in the category of dissemination-based 

algorithms, but takes an original approach to limit message flooding. Messages are combined 

together (encoded) at nodes before being forwarded. Then, the codes produced are sent out 

instead of the original messages. Codes are spread in different directions like in other 

dissemination-based routing protocols. The number of codes generated is higher than the number 

or original messages combined together. This is to allow much more robustness against both 

packet and path loss. Encoding is performed at both source and intermediate nodes. 

Just to give a classical, and simplified, example of network coding, let A, B, and C, be the only 

three nodes of a small network (see Figure 1). Let node A generate the information “a” and node 

C generate the information “c”. Then, suppose the information produced needs to be known at all 

the nodes. Hence, node A and node C send their information to node B, then node B rather than 

sending two different packets for “a” and “c” respectively, broadcasts a single packet containing 

“a” xor “c”. Once received “a” xor “c”, both nodes A and C can finally infer the missing 

information (i.e., node A can infer “c” and node C can infer “a”). Network-coding-based routing 

can be generalized by recursively using erasure-coding techniques at intermediate nodes 

[Pelu06a]. It outperforms flooding, as it is able to deliver the same information with a fewer 

number of messages injected into the network. 

 
Figure 1. Example of network-coding efficiency. 

2.1.2 Context-based Routing 

Most of the dissemination-based techniques limit messages’ flooding by exploiting knowledge 
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about direct contact with destination nodes. Context-based routing exploits more information 

about the context nodes are operating in to identify suitable next hops towards the eventual 

destinations. The usefulness of a host as next hop for a message is hereafter referred to as utility 

of that host. Usually, such routing techniques are able to reduce significantly the message 

duplication and resource consumption (e.g., bandwidth, memory, energy) of dissemination-based 

techniques. Since they also reduce network congestion, it has been shown that they are able to 

reduce delays and message loss as well. The main cost paid for these advantages is the fact that 

context information must be kept at nodes and circulated among nodes. However, recent results 

show that resource consumption is far lower even when these additional costs are considered 

[Bold07a].  

In the Context-Aware Routing (CAR) protocol [Muso05] each node in the network is in charge of 

producing its own delivery probabilities towards each known destination host. Delivery 

probabilities are exchanged periodically so that, eventually, each node can compute the best 

carrier for each destination node. The best carriers are computed based on the nodes’ context. 

Among the context attributes needed to elect the best carrier there are, for example, the residual 

battery level, the rate of change of connectivity, the probability of being within reach of the 

destination, the degree of mobility. When the best carrier receives a message for forwarding, it 

stores it in a local buffer and eventually forwards it to the destination node when met, or 

alternatively to another node with a higher delivery probability. Actually, CAR provides a 

framework for computing next hops in opportunistic networks based on the multi-attribute utility 

theory applied to generic context attributes. Simulation results show that CAR is more scalable 

than epidemic routing as the protocol overhead is approximately constant regardless of the node 

buffer size. 
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In MobySpace Routing [Legu06] the nodes’ mobility pattern represents the context information 

used for routing. The protocol builds up a high dimensional Euclidean space, named MobySpace, 

where each axis represents a possible contact between a couple of nodes and the distance along 

an axis measures the probability of that contact to occur. Two nodes that have similar sets of 

contacts and that experience those contacts with similar frequencies are close in the MobySpace. 

The best forwarding node for a message is the node that is as close as possible to the destination 

in this space. This in fact improves the probability that the message will eventually reach the 

destination. Obviously, in this virtual contact space just described, the knowledge of all the axes 

of the space also requires the knowledge of all the nodes that are circulating in the space3.  

Both CAR and MobySpace Routing require full knowledge of possible destinations to enable 

forwarding. The History-Based Opportunistic Routing Protocol (HiBOP) [Bold07a, Bold07b] 

provides a framework for managing and exploiting context information that does not require all 

nodes to know each other. In HiBOP nodes exchange context information about the users when 

getting in touch. Each node remembers context information seen in the past (such information is 

enforced based on how often it is “seen” on encountered nodes). A node carrying a given 

message asks the encountered nodes to compute their delivery probability towards the 

destination(s). The delivery probability is computed based on the match between context 

information about the destination stored in the message itself, and context information stored by 

the encountered node itself. Messages are forwarded along a gradient defined by increasing 

match between the destination information and the context information of the carrying node. 

Hence, the algorithm dynamically selects as next hops those nodes that share more and more 

context information with the destination(s). HiBOP exploits social relationships among users to 

                                                 
3 [Legu06] also proposes an optimization that does not require the knowledge of all contacts between nodes. 
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identify good carriers for messages. 

2.2. Infrastructure-based Opportunistic Networks 

Infrastructure-based opportunistic networks are characterized by the presence of special nodes 

that are used for collecting messages from source nodes and delivering them to their destinations. 

Such special nodes are generally more powerful than regular nodes as they have high energy 

budget and large storage capacity. They may either act as a gateway toward a less challenged 

network (e.g., the Internet), or they can simply increase the connectivity between (regular) nodes 

in the network. Depending on the mobility of special nodes, we can distinguish opportunistic 

networks with fixed infrastructure and with mobile infrastructure, respectively. When using a 

fixed infrastructure special nodes are stationary and are located at specific geographical points. 

On the other hand, in opportunistic networks with mobile infrastructure special nodes move 

around in the network area following either pre-defined or completely random paths. 

2.2.1 Routing based on Fixed Infrastructure 

A fixed infrastructure consists of special fixed nodes, i.e., base stations, which are sparsely 

deployed all over the network and act as message collectors. Base stations offer high capacity 

and robust data exchanges to the mobile nodes nearby. Moreover, they have high storage 

capacity to collect data from many nodes passing by. A source node wishing to deliver a 

message keeps it until it comes within reach of a base station, then forwards the message to the 

base station.  

Base stations are generally gateways towards less challenged networks (e.g., they can provide 

Internet access or be connected to a LAN). Hence, the goal of an opportunistic routing algorithm 

is to deliver messages to the gateways, which are supposed to be able to find the eventual 

destination more easily. Two variations of the protocol are possible. The first one works exactly 
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as described above, and only node-to-base-station communications are allowed. As a result, 

messages experience fairly high delays. The classical example of this approach is the Infostation 

model [Good97]. A second version of the protocol allows both node-to-base-station and node-to-

node communications. This means that a node wishing to send a message to a destination node 

delivers the message to the base station directly if within communication range, otherwise it 

delivers the message opportunistically to a near node that will eventually forward it to the base 

station when encountered (routing schemes presented earlier can be used in this phase). Such a 

protocol has actually been proposed in the Shared Wireless Infostation Model (SWIM) [Smal03]. 

As it results from the above examples, historically, fixed base stations play a passive role in the 

opportunistic forwarding strategy because they simply act as information sinks (e.g., Infostations 

[Good97]). However, many benefits can be envisioned by running an opportunistic routing 

algorithm also at base stations. Base stations, for example, can simply collect the messages sent 

by the visiting nodes and then wait for the destination nodes to be  within reach to forward the 

stored messages to them. Base stations of a mobile infrastructure (described in the next section) 

typically play such an active role. 

Despite allowing energy saving at the mobile nodes (which are relieved of the forwarding 

workload, at least in the first version of the protocol), a routing approach relying on a fixed 

infrastructure is highly expensive due to the costs of the infrastructure. Moreover, it suffers from 

scalability issues since the addition of new nodes implies the expansion of the infrastructure. 

Using a mobile infrastructure instead of a fixed infrastructure is a valuable opportunity to realize 

a cheap and flexible infrastructure. A mobile infrastructure is composed of mobile nodes that 

move around in the network place following either pre-determined or arbitrary routes and gather 

messages from the nodes they approach. These special nodes may be referred to as carriers, 
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supports, forwarders, MULEs, or even ferries. They can be the only entities responsible for the 

delivery of messages, when only node-to-carrier communications are allowed, or they can simply 

help increase connectivity in sparse networks and guarantee reachability of isolated nodes. In the 

latter case, delivery of messages is accomplished by both carriers and ordinary nodes and 

communications are allowed both node-to-node and node-to-carrier.  

3. Forwarding Architectures for Opportunistic Networks with Mobile Relays 

As mentioned in the Introduction, the rest of this chapter is focused on opportunistic networks 

with MRs. Therefore, in this section we start the discussion by presenting the possible kinds of 

architecture for this approach.  

Figure 2 shows the system architecture of opportunistic networking with MRs. We can 

distinguish the following three different components: regular nodes, MRs, and base stations.  

 
Figure 2. System Architecture for Opportunistic Networking with Mobile Relays. 

Regular Nodes (or simply nodes, for short) are the information sources and destinations. 

Depending on the specific application scenario, they may be fixed or mobile. For instance, in a 

sensor network nodes are typically stationary, while in a Mobile Ad Hoc Network (MANET) 

they are usually mobile. 

Mobile Relays (MRs) are specialized nodes that move throughout the network to collect data 
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from source nodes and deliver it to the destination node or the Access Point. They can follow a 

fixed or variable trajectory, at constant or variable speed. Therefore, the time interval between 

successive visits of an MR to the same node may be predictable, variable in a bounded range, or 

completely random. The number of MRs in a network may vary depending on several factors 

such as, number of regular nodes, amount of traffic to manage, Quality of Service (QoS) 

requirements, and costs. 

Access Points (APs) are infrastructured nodes serving as gateways towards less challenged 

networks (e.g., they provide connectivity to the Internet or a LAN). Again, the number of APs 

can vary depending on the number of nodes, number of MRs, traffic load, QoS requirements, 

installation costs, and so on. 

When designing an opportunistic networking system based on the above architecture the 

following design issues need to be taken into account [Zhao03, Kans04]. 

• Node Mobility. Regular nodes may be stationary or mobile, depending on the application 

scenario. In case of mobile nodes we can distinguish between task-driven and message-

driven mobility. In task-driven mobility nodes move according to a path that is dictated by a 

specific task or goal (e.g., a person with a PDA moves to go to work). In message-driven 

mobility node movements are aimed at data transmission/reception in general (e.g., a person 

with a PDA moves towards an MR to exchange messages with it).  

• Coordination between nodes. Typically there are many nodes in the network, densely or 

sparsely deployed, depending on the application requirements. Of course, nodes can 

communicate with an MR only when it is within their communication range. Therefore, 

either nodes are mobile or they must be deployed at a distance from the MR trajectory not 

greater than their communication range. Alternatively, nodes can organize themselves to 
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form clusters [Soma06] or regions [Harr06]. Each cluster consists of a set of nodes that elect 

a specific node to act as a gateway node in charge of communication with the MR(s). Nodes 

in the cluster send their messages to the gateway by multi-hop communication, and the 

gateway transmits such messages to the MR(s) (see Figure 3). The same approach is used for 

message reception.  

MR Access
Point

Internet

Gateway 
Node

 
Figure 3. Opportunistic access through a gateway node via multi-hop communication. 

• MR mobility. The mobility of MRs is a critical factor since it directly impacts the success of 

message delivery as well as the latency experienced by messages. To allow good 

connectivity among nodes MRs should be able to approach as many nodes as possible and to 

visit them with an appropriate frequency. In practice, they may be either part of the 

environment (e.g., a bus or person), or intentionally included as part of the network 

infrastructure (e.g., a mobile robot). In the former case there is typically no control on the 

MR mobility. In the latter case it is usually possible to control the MR trajectory and/or 

speed.  

• MR designation. MRs may be either special nodes specifically designed to act as MRs, or 

regular nodes that serve temporarily as MRs. In the former case MRs are typically resource-
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rich devices. In the latter case they have limited resources like all the other nodes in the 

system. In addition, an algorithm for designating MRs is required.  

• Number of MRs. An opportunistic networking system may rely on one or more MRs, 

depending on performance, scalability and reliability requirements. Obviously, the capacity 

of a single MR is limited by its movement capability. Increasing the number of MRs allows 

for increased scalability and geographic coverage. In addition, a system with multiple MRs is 

more resilient to MR failures. On the other hand, a larger number of MRs implies higher 

economical costs. Therefore, the optimal number of MRs must be traded off between 

performance and costs.  

• Coordination between MRs. If there are multiple MRs in the system, they may have similar 

or different capabilities. Furthermore, they may operate independently of each other, or in 

cooperation. In the latter case, a message can be exchanged between several MRs before 

reaching the destination node or an Access Point. 

• MR trajectory. The trajectory followed by an MR to visit nodes may be fixed or variable. In 

the latter case it is adjusted dynamically depending on nodes requests, messages deadlines, 

etc. Obviously, this is possible only when an MR is part of the system infrastructure and can 

thus be controlled. In case of multiple MRs, a problem related to the MR trajectory design is 

the assignment of nodes to the MRs. The trajectory design should take into account not only 

routing but also load balancing among MRs.  

• MR Speed. MRs may move at a constant, variable, or controlled speed. In the latter case the 

speed can be controlled by the MR software and adjusted dynamically to improve the 

communication performance. Again, this is possible only when MRs are part of the system 

infrastructure.  
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• Power management and MR discovery. As nodes have limited energetic resources they 

should switch their radio in sleep (i.e., low-power) mode when they are not involved in 

communications with MRs. However, since MR arrivals are usually unpredictable, this may 

prevent nodes from discovering an incoming MR. Energy-efficient discovery schemes are 

thus required that minimize energy consumption while keeping the probability of missing 

contacts with MRs as low as possible. 

• Data Collection and Delivery. A message generated at a source node requires several 

communications to reach the destination node or an Access Point. The message is first 

transmitted by the source (or gateway) node to an MR. In case of multiple coordinated MRs, 

the message may be exchanged between several MRs before delivery to the destination node 

or Access Point. Protocols for efficient node-to-MR, MR-to-MR, and MR-to-AP 

communications are thus required.  

In the following sections we will describe how the most relevant of the above issues have been 

addressed in practical opportunistic systems. Specifically, we will discuss the impact of different 

MR mobility patterns on forwarding, and also the related power-management issues.  

Before going on, we conclude this section with some comments about the data collection and 

delivery process. The most interesting aspect of this problem is managing communications 

between MRs and regular nodes (or the gateway node when a clustering approach is used). 

Communications between the nodes of a cluster and the related gateway usually borrow well-

known techniques from the MANET literature (such as clustering), while communications 

between MRs and Access Points are not particularly challenging. 

Authors in [Kans04, Soma06] use a stop-and-wait protocol for communication between the MR 

and a regular node (or the gateway node of a cluster). MR sends an acknowledgement to the 
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sending node for each message correctly received. The node transmits the next message only 

after receiving acknowledgement from the MR. If the acknowledgement is not received within a 

predefined timeout the node retransmits the message. The node starts transmitting data as soon as 

it discovers the MR in its proximity. No information about the location of the MR is exploited 

because such information may not be available in all systems. In [Anas07] it is analytically 

shown that using a window-based scheme with a window size greater than one provides a higher 

throughput and, for a fixed amount of data to transfer, it also lets the transfer time (and, hence, 

the energy consumption) decrease. However, increasing the window size beyond a given 

threshold may be unpractical since the MR could move out of the communication range. This 

would result in useless message transmissions (and energy consumption).   

4. Mobile Relays  

As anticipated in Section 3, MRs may be classified in two broad categories: they can be part of 

the environment, or specifically designed as part of the network infrastructure. Depending on 

their nature they may have different mobility patterns, as shown in Figure 4. When the MR is 

part of the environment its mobility is driven by the specific task the mobile element acting as 

MR is intended for, and cannot be controlled in any way. Conversely, when the MR is part of the 

system, its mobility can be controlled to improve the communication performance and extend the 

geographic coverage. However, even when the MR is not controllable, it may have different 

mobility patterns. If it follows a strict schedule it has a completely predictable mobility (e.g., a 

shuttle for public transportation). On the opposite side, it may have a completely random 

behavior so that no reliable assumption can be made on its mobility. Finally, the MR may follow 

a mobility pattern that is neither predictable nor completely random. For example, this is the case 

of a public transportation bus, or a car, that moves in a city and whose speed is subject to large 
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variation due to traffic conditions. In such a case, the MR mobility pattern, even if not 

predictable, can be learned based on successive observations and estimated with some accuracy. 

Learning the MR mobility pattern and estimating times between successive MR visits to the 

same node is very important to save energy at the node, as it will be shown in Section 6. 

 
Figure 4. Classification of MR mobility. 

A lot of examples of opportunistic networking systems have been proposed in the literature 

where MRs have different nature and mobility patterns. 

Shah et al. [Shah03] propose a three-tier architecture for energy-efficient data collection in 

sparse sensor networks based on data MULEs (Mobile Ubiquitous LAN Extensions). Data 

MULEs can be people, animals, cars, buses, etc, passing nearby sensor nodes and collecting data 

from them. Obviously, as they are part of the environment, applying the MR forwarding concept 

to this scenario comes for free. On the other hand, they typically move randomly and no control 

is possible on them. An approach similar to data MULEs is exploited in the Predictable Mobility 

Architecture described in [Chak03]. The authors rely on a public transportation shuttle for data 

collection in sensor networks inside a campus. Unlike data MULEs, the shuttle is assumed to 

have a strict schedule and predictable inter-visit times. This greatly helps optimize power 

consumption at nodes. Public transportation buses are also the mobile elements in the Ad Hoc 

City project [Jetc03]. This project is aimed at creating a city ad hoc network where the role of 

mobile routers is played by public buses.  



 19

Both the Zebranet [Juan02] and SWIM [Smal03] projects focus on tracking wild species, and use 

MRs. In Zebranet animals to be tracked are zebras wearing special collars. The MR consists of a 

vehicle that periodically moves around in the savanna and collects data from the encountered 

zebras. Zebras collect data from other zebras and deliver it to the MR, thus they also act as MRs. 

In the Shared Wireless Infostation Model (SWIM) [Smal03] special tags are applied to whales to 

perform periodic data monitoring. Data is diffused at each pair-wise contact between whales and 

finally arrives to special SWIM stations that can be fixed (on buoys) or mobile (on seabirds). 

Hence, both whale-to-whale and whale-to-SWIM station communications are allowed and the 

MRs consist of both the mobile SWIM stations and the whales themselves. From the SWIM 

stations data is eventually forwarded to an Access Point on shore from where it will be finally 

delivered to destination for processing and utilization. 

Many opportunistic networking systems use controllable MRs. Among the most relevant there 

are, for example, Message Ferrying [Zhao03, Zhao04], Inter-Regional Messenger [Harr06], and 

Controllably Mobile Infrastrucure [Kans04]. The main features of these systems are described in 

the next section. 

Finally, there are several proposals (mainly targeted to sensor networks) that do not rely on MRs 

for transporting data mechanically from nodes to the Access Point. Instead, the Access Point 

itself is mobile and can change its position from time to time [Gand03, Akka05, LuoH05, 

Wang05]. This may be beneficial in terms of energy saving and decreased message latency. For 

example, moving the Access Point close to an area of heavy traffic or near loaded nodes helps 

reduce the total transmission power and extend the lifetime of nodes on the path of heavy traffic. 

[Akka05]. However, this scenario is beyond the scope of this chapter. 
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5. Motion Control  

MR motion control can be achieved only when using a controllable mobile element. Motion 

control can be performed along two orthogonal directions: space and time. In the space direction 

we can define, and adapt dynamically, the trajectory followed by the MR to visit nodes. In the 

time direction, we can control the MR speed and adjust it to improve the communication 

performance. Another valuable form of control in opportunistic environments is topology 

control. In this case, nodes may decide to increase (or decrease) the transmit power to increase 

(decrease) contact times.The three different forms of motion control are discussed in the next 

subsections. 

5.1. Trajectory Control 

Figure 5 shows a classification of trajectory control approaches. We can distinguish them into 

two broad categories depending on whether the path followed by the MR to visit nodes is fixed 

or variable.  

When the MR trajectory is fixed there is actually no control. Therefore, the trajectory must be 

defined very carefully especially when nodes are stationary. In particular, the following 

requirements need to be fulfilled. First, the MR trajectory should pass close to nodes, at a 

maximum distance less than the node communication range. Second, the MR should remain 

within the node communication range for enough time to allow a complete data exchange. 

Finally, the node trajectory must be feasible, i.e., compatible with geographical constraints. If the 

MR is a controllable mobile element (e.g., a mobile robot) its trajectory can be designed so as to 

address all the above requirements [Soma06, Zhao03]. If the MR is part of the environment (e.g., 

a bus), its trajectory depends on the specific task it carries out (e.g., public transportation), and 

cannot be changed. Hence, nodes must be deployed along the MR trajectory at a distance less 
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than or equal to the node communication range [Jain06, Chak03, JeaS05]. The MR trajectory 

becomes less critical when nodes are mobile as they can move towards the MR when they want 

to exchange data [Zhao04].  

Trajectory control actually consists in adjusting the MR trajectory dynamically, based on node 

requirements As shown in Figure 5 trajectory control techniques can be classified into two main 

categories: on-demand and priority-based techniques. When using an on-demand approach, the 

MR adapts its movements to satisfy nodes’ requests. Each time a node has data to exchange, it 

sends a service request to the MR by using a long range radio, and the MR modifies its route to 

approach the requesting node. Nodes may be fixed or mobile [Zhao04]. Priority-based route 

control is used when nodes have different characteristics in terms of message generation rate 

and/or buffer size. Therefore, they need to be visited with different frequencies. In practice, each 

node is associated with a deadline, defined as the time when the node buffer will overflow. 

Nodes’ deadlines are used to schedule the MR visits to nodes [Soma04, GuBo05,GuBo06]. 

Trajectory

Fixed 
Trajectory

Mobile
Nodes

Stationary 
Nodes

Variable 
Trajectory

Priority-basedOn Demand
 

Figure 5. Classification of route control approaches. 

5.2. Speed Control 

The need for speed control comes from the evidence that network connectivity between nodes 

and MRs may be very different for nodes located at different places and, for each single node, 

may also vary over time. For example, connectivity may be difficult, or even impossible, due to 
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the presence of physical obstacles. In addition, the wireless link quality may vary significantly 

from location to location due to the distance between nodes and MRs, the presence of multi-path 

effects, and so on. For the same location, the wireless link quality may also vary from time to 

time, e.g., due to meteorological changes. Finally, the throughput experienced by a node depends 

on the density of nodes in its proximity. 

The basic idea behind speed control is to improve the data communication performance by 

reducing the MR speed in places where the data communication is more difficult (i.e., the net 

throughput is lower), and increasing it where data communication performs better (i.e., the net 

throughput is higher). In practice, the speed control module at the MR monitors the throughput 

experienced in the communication, and adapts the MR speed to improve the data communication 

performance.  

Speed control is also related with power management. As it will be shown in Section 6, from the 

power management point of view, the time interval between two consecutive visits of the MR to 

the same node should be fixed or have very small variations. This allows nodes to sleep for the 

entire time between two successive visits, and save energy. Therefore, the speed control strategy 

should be designed in such a way to minimize variations in the time between consecutive visits.  

Several strategies for speed control have been proposed in the literature. They are summarized 

below. 

• No Control. There is no control on the MR speed. This typically occurs when the MR is part 

of the environment and, hence, its mobility is aimed at providing a service different from 

message collection/delivery (e.g., a public transportation service). In such a case no control is 

possible, of course. However, even when the MR is a controllable mobile element (e.g., a 

mobile robot) dynamic speed control may not be implemented for reducing implementation 
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complexity and/or costs. In such a case the MR moves, for instance, at an approximately 

constant speed. The range of available speeds is obviously dictated by the mobile element 

acting as MR. Within this range, the optimal speed value can be chosen by taking into 

account several parameters, e.g., contact duration of each node, constraints on message 

latency, energy consumed by the mobile element for locomotion, and so on. 

• Stop and Communicate. This is the simplest form of speed control. As soon as the MR 

reaches a node, it stops for the time required by the node to (i) transfer all its data to the MR, 

and (ii) to receive messages from the MR, if any. Then the MR moves towards the next node. 

Without any control on the time spent at different nodes, however, this approach may cause 

the total time taken for each path traversal to be variable. To avoid this drawback [Kans04] 

proposes the Stop to Collect Data (SCD) algorithm which is targeted to sensor networks. Let 

T  be the maximum time the MR can take to complete a round across the network (T is 

imposed by constraints on message latency), and let s  be the (constant) speed required to 

cover the entire path in a time less than or equal toT . In the SCD algorithm the MR moves at 

a constant speed of s2  and, thus, it requires a time 2T  to traverse the entire path. The 

remaining 2T  interval is used by the MR to stop at nodes to collect data. Specifically, if 

N is the number of nodes, the MR stops at each node for a time )2( NT . A different 

distribution of extra-time among network nodes would be possible and, perhaps, beneficial. 

Though simple, the SCD algorithm allows transferring a greater number of messages per visit 

with respect to the case without speed control, i.e., when the MR moves at a constant speed 

s  [Kans04]. 

• Communication-based Speed Control. The stop and communicate approach described above 

does not rely on any data-communication performance index to do speed control. It just stops 
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for a fixed time when a new node is encountered. In addition, the MR can be either moving at 

a speed s2 , or stopped. A finer control can be achieved by learning information about data 

communication of each single node, and varying the MR speed accordingly, like in the 

Adaptive Speed Control (ASC) algorithm [Kans04] where the speed is adjusted dynamically 

depending on the message loss rate experienced in the previous passage. The ASC algorithm 

is extended in [Soma06] to cope with scenarios where nodes are organized into clusters and 

transmit their messages to the MR through a cluster-head. In the same paper it is also shown 

that adding more options to the MR motion actually does not produce any benefit. Again, the 

ASC algorithm was originally proposed for wireless sensor networks where nodes are 

assumed to be static. However, it can easily be extended to other scenarios as well. 

5.3. Topology Control 

Topology control is another technique that can be used in combination with or as an alternative 

of  trajectory and speed control. In the context of opportunistic networking based on MRs,  the 

goal of topology control is to dynamically adjust the node’s transmitting range so as to achieve 

the desired contact time with MR while reducing the energy consumed by the wireless interface 

(which is related to the transmission range). Besides reducing the energy consumption, in dense 

networks, topology control also reduces the probability of contention when accessing the 

wireless channel [Sant05].  

As shown in Figure 6, given the trajectory and speed of the MR, the contact time duration 

depends on the node’s transmission range. The basic idea of topology control can thus be 

exploited to derive the level of transmission power that allows the required contact time when 

the trajectory and speed of the MR are known. In addition, the duration of the contact time could 

also be adjusted dynamically by varying the node’s transmission power and, consequently, its 
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transmission range. This may be useful to cope with variations in the external conditions that 

affect the communication between the node and the MR (e.g., packet losses due to channel 

errors, collisions with neighboring nodes, etc.). 

 

Figure 6. The contact time can be adjusted by varying the node’s transmission range.  

Topology control has been extensively studied in the context of traditional (i.e., multi-hop) ad 

hoc and sensor networks (a detailed survey can be found in [Sant05]). To the best of our 

knowledge, only few proposals have been presented in the area of opportunistic networking 

based on MRs. In [Zhao04] the authors propose a trajectory control technique associated with a 

sort of topology control based on a dual radio. The MR follows a default trajectory and 

periodically broadcasts its location using a long-range radio. When a node discovers that the MR 

is nearby, it sends a service request using its long-range radio. This message contains the node 

location as well. Upon receipt of a service request, the MR adjusts its trajectory to meet the node. 

When the two nodes are close enough they start exchanging data using their short-range radio. 

6. Power Management and MR Discovery  

Since nodes are typically energy-constrained devices, a power management strategy is needed to 

save energy and increase nodes’ lifetime. In the context of opportunistic networking the 

objective of power management is to minimize energy consumption while missing as few 
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contacts as possible to achieve an adequate performance level in terms of message latency and 

delivery ratio. Ideally, the node should sleep for most of the time and wakeup only when the MR 

is within its communication range. In practice, this is unfeasible because the node is not able to 

know exactly when the next contact will occur, unless the MR mobility pattern is known in 

advance (predictable mobility). Thus, the MR and the nodes agree on a discovery protocol that 

allows a timely MR discovery to the node with minimum energy consumption. Obviously, the 

discovery protocol can be optimized based on the knowledge available about the MR mobility.  
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Figure 7. Transitions between different power modes under different degrees of knowledge about MR 
mobility: complete knowledge (a), partial knowledge (b), and no knowledge (c).  

The following scenarios have been identified in [JunA05].  

• Complete Knowledge. The time between two consecutive contacts with the MR is known in 

advance by the node (predictable mobility). This may happen when the MR is implemented 

on top of a controllable mobile element (e.g., a robot), or on a carrier with fixed path and 

schedule (e.g., a bus shuttle with fixed schedule). Under the assumption of predictable MR 
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mobility, a node can sleep for the time between two consecutive contacts, and wake up only 

for the time strictly needed to exchange messages with the MR. Obviously, in this scenario 

the power consumption is minimized [Chak03, JunA05]. Figure 7-a shows a generic node 

transition between power modes during its activity. Upon departure of the MR (or when there 

are no more messages to exchange), the node calculates the time to the next contact, sets up a 

sleeping timer, and transitions to the sleeping mode. As soon as the sleeping timer expires, 

the node wakes up, enters the communication mode, and is ready for exchanging messages 

with the MR. Again, when the communication is over, or the MR exits the node’s 

communication range, the node returns back to sleep.  

• Partial Knowledge. In practice, it is not very common to have a complete knowledge of MR 

mobility. However, even if it is not known in advance, the MR behavior may be learned by 

observing successive MR passages. By exploiting learning techniques, the node can derive 

statistics about contact duration and time between contacts (e.g., mean, variance, 

distribution). Needless to say, the efficiency of power management depends on the degree of 

knowledge the node has about the MR mobility. Figure 7-b shows the node transition 

diagram for this specific scenario. Let us assume the node is initially in communication 

mode. It remains in this mode until there are messages to exchange and the MR is within 

communication range. Then, the node derives an estimate of the time to the next contact, and 

sets up a timer accordingly. Upon timer expiration the node enters the discovery mode. 

Unlike the previous scenario, now there is no guarantee that the MR is within the 

communication range when the node wakes up. In the discovery mode the node is waiting for 

the MR arrival. To this end, the node and the MR implement a distributed discovery 

algorithm to allow a timely MR detection by the node (see below). To reduce energy 
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consumption nodes typically operate on a low duty cycle while in the discovery mode. In 

addition, the node remains in the discovery mode for a maximum discovery timeout. Then, it 

assumes that the contact was missed. Hence, it estimates the time to the next contact, sets up 

the sleeping timer, and switches back to the sleeping mode. Conversely, as soon as the node 

realizes that the MR has entered its communication range, it switches to the fully operational 

mode (i.e., 100% duty cycle) and enters the communication mode to perform message 

exchange.  

• No Knowledge. The worst scenario is when there is no information available about MR 

mobility. For instance, this may occur when MRs move randomly through the network, and 

no assumption can be done about the times the MR will visit a node. In such a scenario, it is 

impossible to derive statistics (e.g., about the time between contacts). Therefore, each node 

must remain continuously active looking for possible MR arrivals. The node transition 

diagram for this scenario is depicted in Figure 7-c. Since the time a node passes in the 

discovery mode may be very large the discovery algorithm must be very energy efficient, so 

as to allow a timely discovery of MR while keeping the energy consumption low. 

6.1. Discovery Algorithms 

The discovery algorithm is a distributed algorithm used to allow a node to detect the presence of 

the MR as it enters the node’s communication range. As the discovery phase may take a long 

time (especially in the no-knowledge scenario) to be carried out, energy efficiency should be of 

primary concern in the design of the discovery algorithm. Energy efficiency is typically achieved 

by putting nodes in a low duty cycle while in the discovery mode. Duty cycle reduces energy 

consumption but, at the same time, it also increases the discovery latency, i.e., the time interval 

taken by a node to detect the MR presence inside its communication range. Obviously, the 
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discovery latency should be as small as possible compared to the duration of the contact time so 

as to allow a larger amount of traffic to be exchanged between the node and the MR during the 

contact duration. The efficiency of a discovery scheme can be measured by means of the 

discovery ratio defined as the average value of the discovered contact-time (i.e., contact time less 

discovery latency) divided by the contact time [JunA06], i.e., 

⎥
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⎤
⎢
⎣
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=

timecontact
latencyerydistimecontactE covη . 

The design of a discovery algorithm must reach a tradeoff between energy saving and discovery 

ratio. Of course, the discovery algorithm can be customized to the specific application scenario. 

Ideally, the most efficient discovery scheme consists in waking up a node exactly when the MR 

enters its communication range. This allows the maximum discovery ratio at the minimum 

energy cost. Unfortunately, this approach is difficult to implement in practice. In fact, its 

applicability is limited to the predictable mobility scenario where MR visit times are known in 

advance to each node, and the clocks of nodes and MR are synchronized. For all the other cases, 

a different approach must be used.  

 
Figure 8. Classification of discovery approaches. 

Figure 8 shows the main approaches proposed in the literature for discovery techniques. They 

can be broadly classified into two categories: MR-triggered wakeup and Periodic wakeup. In the 

former scheme nodes are passive (i.e., their radio is kept in sleep mode during the discovery 
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phase), and are awakened by the MR itself when it enters the node’s communication range 

[GuSt05]. In the periodic wakeup scheme nodes wake up periodically to look for possible MR 

arrivals [Shah03, Kans04, JunZ05, JunA05, JunA06, Jain06]. Finally, for more efficient energy 

consumption, MR discovery and data communication can be performed over two different radio 

channels (when available): a low-power channel for MR discovery, and a high-power channel for 

data communication [Jain06, JunA06]. 

7. Relevant Case Studies 

In this section we provide some relevant case studies on opportunistic systems based on mobile 

relays. Section 7.1 describes a scenario that may arise after a disaster when the existing 

infrastructure is unusable, and airplanes or terrestrial vehicles can be used as ferries to transport 

data between users in separated areas. Similarly, energy efficient data collection in sensor 

networks can be performed by using mobile elements that can be either part of the external 

environment (Section 7.2) or part of the network infrastrucuture (Section 7.3). Finally, Section 

7.4 focuses on a special case of opportunistic sensor networks, i.e., underwater sensor networks 

with MRs. 

7.1. Message Ferrying 

A message ferrying scheme is a scheme to provide connectivity in sparse mobile ad hoc 

networks which are characterized by sparse node deployment and network partitions that may 

last for extended periods of time. [Zhao04] assumes dealing with this kind of networks and 

introduces extra mobile nodes named Message Ferries to offer a service of message relaying. 

Message Ferries move around in the network area and collect messages from the source nodes 

then, they provide forwarding of the collected messages. Message collection may happen in two 

ways: 
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• Node Initiated Message Ferrying: the ferry node moves around following a pre-defined and 

known path. Each node in the network has knowledge of the paths followed by active ferries. 

The node wishing to deliver a message moves towards the nearest ferry and when sufficiently 

close, forwards its messages. Hence, the source node changes its trajectory to meet up with 

the ferry. This may obviously cause some degradation in the performance achieved by those 

applications that are currently running on the node during route deviation. Therefore, the 

source node controls its trajectory towards the ferry while striving to balance between 

performance degradation in the running tasks and performance gain in data delivery (i.e., 

minimizing message drops).  

• Ferry-Initiated Message Ferrying: the ferry node, again, moves around following a pre-

defined, default path. To let other regular nodes know its position with good approximation, 

the ferry periodically sends its position information via long-range broadcast signals. Any 

source node wishing to deliver messages sends a ServiceRequest to the ferry also via a 

long-range radio signal. The source node also includes its current position in the 

ServiceRequest. After having received the request from the source node, the ferry 

changes its trajectory to meet up with the source node. The source node periodically 

communicates LocationUpdates to let the ferry adjust its trajectory in order to meet with 

it. The new trajectory of the ferry is computed with the aim to minimize message drops. 

When the ferry and the source node are close enough message exchanges occur by means of 

short-range radio signals. 

In both cases each node is expected to have location awareness, i.e., to know its position as well 

as the position of the ferry/ies, for example through GPS receivers.  

A key issue of the message ferrying scheme is the design of the best trajectory that the ferry/ies 
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should follow to service the nodes. The trajectory/ies design goal is to meet the traffic demand 

while minimizing the delay of data delivery. Obviously, better results can be met when multiple 

ferries are active in the network area, even though some effort should also be spent for their 

coordination or even synchronization in some cases. When a single ferry is available in the 

network area, good results are obtained by designing a route which consists of an ordered 

sequence of way-points and waiting times corresponding to these way-points [Tari06]. The ferry 

node traverses this so-determined route repeatedly and waits for the pre-defined waiting time at 

each way-point so as it can contact every node in the network with a certain probability. In fact, 

given for each node the probability to visit a particular place, the number and the places of way-

points are determined such that the ferry can meet all the nodes with a given minimum 

probability. After having decided the particular set of way-points, the minimum path traversing 

them all is computed and this is established to be the ferry trajectory.  

By introducing multiple ferries into the network, the overall system becomes much more fault 

tolerant because even if a single ferry fails in collecting the data, other ferries can intervene in 

substitution. Moreover, the system becomes more scalable because a wider geographical area is 

covered and the traffic load is much more balanced over the entire network deployment. 

However, the presence of multiple ferries in the network also causes some extra costs, for 

example to define the best trajectories that ferries should follow, and to assign to each ferry the 

best subset of nodes to serve. Indeed, sometimes also some degree of synchronization among the 

ferries could be needed, for example when ferries are supposed to exchange messages with each 

other. Multiple ferries in the network can traverse the same trajectory starting at different 

moments and keeping fixed distance in between each other. Another possibility is that message 

ferries are assigned different trajectories, each one serving a specific subset of nodes, but that 
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may also overlap, resulting in some nodes being visited for data collection more frequently than 

others. The ferry trajectories are computed in such a way to minimize, on average, the weighted 

delay between each pairs of nodes. The well-known traveling salesmen problem is exploited for 

this purpose. 

Ferries travelling throughout the network can be completely independent each other such that 

they do not interact in any way, or otherwise they can exchange messages each other so thus to 

reduce the messages delivery delay. In case ferries exchange messages each other, they can do it 

directly when they meet each other, or by exploiting the static nodes they visit during the travel, 

the same that are data sources of the network, as relay nodes. This way a ferry can download the 

messages it carries to an intermediate stationary node and another ferry visiting later the same 

node can upload these messages in order to carry them to the destination or to another 

intermediate node. As it is shown in [Zhao05], the best performance is achieved when multiple 

ferries travel through different trajectories and each one of them is assigned its own subset of 

nodes from which to upload data. Moreover, better performance is experienced when ferries do 

not interact with each other to exchange the messages they carry. In fact, performing ferry 

relaying is expensive since synchronization between ferries is necessary. The message ferry 

scheme scales well with the number of ferries in terms of throughput, delay and resource 

requirements in both nodes and ferries.  

7.2. Data MULEs 

A data-MULE system [Shah03, Jain06] is very similar to a message ferrying scheme. Data-

MULE systems are specifically designed for sparse sensor networks and focus on energy saving. 

They consist of a three-tier architecture: 

• The lower level is occupied by sensor nodes that periodically perform data sampling from 
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and about the surrounding environment. 

• The middle level consists of mobile agents named Mobile Ubiquitous LAN Extentions, or 

MULEs for short. MULEs move around in the area covered by sensors to gather their data, 

which have previously been collected and temporarily stored in local buffers. Data MULEs 

can be for example people, animals, or vehicles too. They move independently from each 

other and from sensor positions by following unpredictable trajectories. Whenever they get 

within reach of a sensor they gather information from it. 

• The upper level consists of a set of wired Access Points (APs) and data repositories which 

receive information from the MULEs. They are connected to a central data warehouse where 

the data received is synchronised and stored, multiple copies are identified, and 

acknowledgments are also managed. 

Sensor nodes are supposed to be immobile and continuously awake waiting for a MULE to pass 

by for sending data to it. Sensor-to-MULE transmissions make use of short-range radio signals 

and hence do not consume too much energy. While moving around, when the MULE eventually 

passes by any AP deployed in the area, it transmits the collected sensors’ data to it. MULEs are 

assumed to move independently one another, each following a Discrete Random Walk mobility 

model. No data exchange is assumed to occur among the MULEs and, finally, time 

synchronization is assumed to be present among sensors and MULEs. 

Thank to the short-range radio exchanges, the data MULEs’ architecture is a very energy-

efficient solution for data gathering in sparse sensor networks if compared to solutions based on 

the introduction of base stations to cover the entire area to monitor and also to solutions based on 

the introduction of a high number of sensor nodes to form a dense, entirely connected, sensor 

network. It also guarantees scalability and flexibility against the network size. 
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Unfortunately, this solution has a couple of limits, both depending on the randomness of the 

MULEs’ motion. Firstly, the latency for data arrival at the APs is considerable because some 

time elapses from the sampling instant to the moment the MULE takes the data, and then till the 

time the MULE actually reaches the AP and delivers the data to it. The second drawback is the 

fact that sensors have to continuously wait for any MULE to pass and cannot sleep. This leads to 

energy wastage. 

When increasing the area to be monitored the frequency of the visits to the sensors by MULEs 

naturally decreases, and an increase in the buffer size of the sensors is needed to prevent data 

loss. The latency experienced by the data monitored increases too. This effect can be alleviated 

by increasing the number of MULEs. When increasing the area to be monitored, the frequency of 

the visits of MULEs to the APs decreases too. This leads to a further increase in the latency of 

data and to the need to increase the buffer size at the MULEs to prevent data loss. An increase in 

the number of APs can help alleviate the above effects. In conclusion, the number of MULEs can 

be traded for the size of the sensors’ buffers whereas the number of APs can be traded for the 

size of the MULEs’ buffers. 

7.3. Mobile Controllable Infrastructure 

[Soma06] addresses energy-efficient data collection from sparse wireless sensor networks 

through a mobile infrastructure consisting of a mobile base station. The primary purpose of this 

approach is to save part of the energy generally spent by sensor nodes in multi-hop transmissions 

towards a static sink node. In the framework developed the mobile base station moves along a 

pre-determined path which is fixed. Sensor nodes which are located in proximity of the mobile 

base station path send their data directly to the base station when in the communication range. 

Nodes which are far apart from the path followed by the base station send their data over a multi-
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hop path towards the base station when it passes by or alternatively to one of the nodes which are 

positioned near to the path of the base station. These nodes act as data repositories until the base 

station passes and finally collects all the pieces of data stored. Energy saving is addressed in that 

a large number of nodes is visited by the base station and can thus transmit data over a single hop 

connection using short range radio. The other nodes which are not in proximity of the path 

followed by the base station send their data over a multi-hop path which is however shorter, and 

thus cheaper, with respect to the path established towards a fixed sink node in a classical dense 

wireless sensor network.  

To manage this kind of data collection, nodes self-organize into clusters where cluster heads are 

the nodes which are nearer to the path of the base station whereas the other nodes of the cluster 

send their data to the cluster head for storage until the next visit of the base station. Data from the 

sensor nodes of the cluster travels towards the cluster heads according to the directed diffusion 

protocol. Election of the cluster heads is done after the first traversal of the base station. During 

this first traversal the base station does not collect any data.  

Transmissions from cluster heads to the base station occur only when the base station is in 

proximity so as not to waste energy in useless transmissions. Hence, the base station periodically 

broadcasts POLL messages to inform of its approaching. Cluster heads that receive the POLL 

message from the base station start sending data to it. The base station acknowledges receipt of 

each message from a cluster head to inform it that the connection is still active and that the data 

is reliably delivered. Retransmissions are managed by cluster heads for the messages which are 

not acked. A cluster head stops transmitting when either it has sent out all the messages stored in 

cache or it realizes that the connection to the base station is lost for not having received a POLL 

message for a certain time period. 
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The trajectory of the base station can be controlled both in space and time. However, changing 

the trajectory of the base station is not always possible in case of sensor networks because 

sensors may be deployed in places with obstacles, on rough terrain, or generally where 

unmanned vehicles can move only in certain directions. Hence, having a fixed path could often 

be a system requirement rather than a choice. Controlling the trajectory in time instead is 

considered to be a much more interesting possibility. The base station can move at a constant 

speed worked out, for example, depending on the buffer constraints of the cluster heads. Each 

cluster head is thus visited before its buffer runs out of space. However, better performance is 

experienced when the base station alternates between two states: moving at a certain constant 

speed or stopping. So base stations move fast in places with no, or only a few, sensors and stop 

in proximity of cluster heads where sensor deployment is denser. The determination of places 

where sensor deployment is denser (congested regions) is done at each traversal of the base 

station. The base station registers the identity of each node it has received a message from and 

the number of messages received from it. Given that each sensor node collects data at the same 

rate and thus has the potential to send the same number of packets, the only reason why some 

nodes send fewer messages than others is that they are in a congested area with more sensors 

served by the same cluster head which cannot succeed in sending all the data buffered during the 

limited visit of the base station. In the next traversal the base station stops for more time in 

regions which have previously been found congested. 

7.4. Underwater Sensor Networks 

Underwater Sensor Networks [Vasi05] are recently attracting lot of attention in the research 

community. They are deployed to monitor and model the behaviour of the underwater 

ecosystems. They exploit the aforementioned data MULE communication system. These sensor 
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networks gather physical variables such as water temperature, pressure, conductivity, turbidity, 

and also pollutants’ concentration. Moreover, underwater sensors may collect images to measure 

visible changes in the deep underwater environment or even to classify species. The network 

consists of both static nodes and mobile nodes. Static nodes are sensor nodes that perform data 

collection and storage. They are extremely power efficient because have little energy available 

and they are not easily rechargeable. Mobile nodes are Autonomous Underwater Vehicles 

(AUVs) which are responsible for data collection from the sensor nodes. They navigate the 

network to be within communication range of sensors to collect data from them. AUVs require 

much more power than sensor nodes because they navigate the sensor network however, they are 

quite easily rechargeable. Static nodes are mostly in deep sleep mode and wake up every few 

seconds to determine if they are being signalled by mobile nodes nearby. Relieving static nodes 

from most of the communication and storage loads contributes maximizing the network lifetime.  

It has been found that the most efficient way for collecting data from an underwater sensor 

network is using a system capable of both optical and acoustic communications. Optical 

communications guarantee high data rate and high bandwidth but need line-of-sight to be 

established between the communication peers and can only cover short ranges. Acoustic 

communications on the other hand have the potential for higher transmission range but suffer 

from attenuation and reflections and allow lower bandwidth. Therefore, a trade-off needs to be 

met between communication range and data rate. Due to the broadcast nature of acoustic 

communication, when an acoustic transmission is holding, any other node is prevented to 

transmit, even to signal an event. Nevertheless, an optical communication and an acoustic one 

may hold simultaneously. Hence it has been established that the optical communication system is 

used for short-range line-of-sight data transfers between sensor nodes and AUVs (data mules). 
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These transmissions are aimed at downloading the stored data from the sensor nodes and 

uploading commands to them. As they may involve much data, a faster communication system is 

more appropriate to use. The acoustic system is instead used to signal events over long distances 

and to transmit small amounts of data. Signalling an event allows the AUV to move to the area 

of interest, and may also trigger redeployment of the sensor network to concentrate on some 

important features in the environment. Acoustic communications are indeed particularly suitable 

for sensor node localization. In fact, the speed of sound in water is low enough to permit accurate 

timing of signals to determine the distance between nodes. Pair-wise node distances are then 

used to perform 3D localization. The tasks of the mobile node are to establish a tour of the 

network, locate each node in the tour, one at a time, and hover above each node to download the 

data optically. During this period of communication the mobile node may also upload data to the 

static node, for example to adjust its clock or to change the data sampling rate. The key 

challenges for underwater data muling are a) locating the first node of the sequence to visit, b) 

locating the next nodes of the sequence, c) controlling the hover mode (for the mobile node), d) 

accomplishing data transfer, and e) synchronizing clocks so that the data collected by the sensor 

network is consistently time stamped. Localization of the first node of the data muling tour starts 

by positioning the robot in the general area of the network. Given that the general location is 

known in GPS coordinates, the AUV can perform surface navigation guided by GPS to move 

toward the node. Once close the AUV descends to the optical communications range. At this 

point the AUV performs a spiral search to locate the node by making use of distributed 

localization algorithms built on top of acoustic ranging. 
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8. Conclusions 

In this chapter we have provided a survey of routing approaches to opportunistic networks. This 

is a very hot topic, since opportunistic networks provide solutions for intrinsically disconnected 

ad hoc networks, which is one of the main points missing from the research on the legacy 

MANET paradigm. We have described in detail one of the most interesting cases of 

opportunistic networks, i.e., the Mobile Relay Forwarding (MRF) approach. MRF assumes that a 

small subset of nodes have fewer restrictions in terms of resource constraints and follow 

completely different mobility patterns with respect to the vast majority of nodes in the network. 

These nodes, called Mobile Relays, can be for example mounted on buses roaming in a city, 

while regular nodes can be pedestrians’ devices. Mobile Relays are opportunistically exploited 

by the other users to bring messages to the destination, thus connecting nodes that would never 

be connected together, or anyway significantly improving the network performance. We have 

discussed a number of issues addressed in the literature with respect to MRF. Specifically, we 

have provided an extensive taxonomy of the system with respect to the type of Mobile Relay 

mobility, and we have discussed the case in which the mobility of Mobile Relays can be 

controlled. We have also described how power-management can be achieved in such a scenario. 

Finally, we have presented some relevant case studies highlighting how the Mobile Relay 

Forwarding concept can be exploited also in different scenarios. 

Despite the vast body of research in the field, there are still a number of open questions. Just to 

name a few we can highlight MR motion control techniques, MR discovery under unpredictable 

(but learnable) mobility patterns, power management and data communication protocols 

improving the performance of simple stop-and-wait protocols. 
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