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Abstract

Desinging, developing and testing real applications for ad hoc network environments still deserves particular attention

by the MANET research community. We believe that they represent a great incentive for mobile users to adopt the MANET

technology in the daily life. From this standpoint, Group- Communication Applications are a very interesting class. In

the chapter we motivate this claim by presenting examples of Group-Communication Applications that leverage exclusive

features of ad hoc networks. Being run on completely on-demand networks they can be particularly valuable to end

users. We then provide an overview of the main issues that should be addressed for such applications to be deployed in

practice. As a case study, we present our prototype implementation of a Whiteboard Application. The prototype includes

the networking support required by the Whiteboad, and thus can be used to test it in a real testbed. We present outcomes

of a rich set of experiments in which we compare the performance achieved when alternative P2P systems are adopted

in the network support. Results, highlight that designing network protocols (and P2P systems in particular) that exploit

the cross-layer argument is of paramount importance to make Group-Communication Application feasible for real.

I. INTRODUCTION

Even though research on MANETs has been very active in the last decade, real applications addressed to people

outside the research community still have to be developed. The typical simulation-based approach for the performance

evaluation of MANETs is one of the main reasons of this. Often, simulation results turn out to be quite unreliable

if compared to real-world measurements [2], [18]. Thus, real-world experiments are highly required for MANET

applications to become reality, despite their high costs (in terms of time to set up) and intrinsic limitations (number

of nodes). Furthermore, few efforts have been devoted by researchers to design applications that exploit the very

features of ad hoc networks, and could thus be particularly valuable to MANET users. Most of the research has been

carried out to analyse performance of networking protocols in isolation, whithout considering reasonable applications

to be run on top of them.

By leveraging the self-organising nature of MANETs, Group-Communication Applications can be an outstanding

opportunity from this standpoint. Group-Communication Applications can highly benefit from a networking environ-

ment like MANETs, in which networks can be set-up and torn donw completely on demand, without requiring any

pre-existing infrastructure.



2

In this chapter we thus focus on this class of applications. In the first part, we motivate the idea of studying Group-

Communication Application for MANETs and provide some example that have been proposed in literature (Section II).

Supporting the Group Communication paradigm is not an easy task even in traditional wired networks. Addressing

its requirement on MANETs is even more challenging. Thus, we present the main issues to be faced in Section III,

and highlight the main research directions related to each issue.

The second part of the chapter is devoted to analysing a real case of GCA development. Specifically, we consider

the Whiteboard Application (WB), which implements a distributed whiteboard among MANET users (Section IV). WB

allows users to share drawings, messages and other dynamically generated content. To understand how WB works

in reality we have implemented this application in a real MANET prototype. The WB application can be naturally

supported by P2P systems. In our prototype, WB uses Scribe [7] to share content among users via application-level

multicast trees. Scribe requires a P2P overlay network based on a Distributed Hash Table (DHT). Our prototype

includes two alternative P2P solutions, i.e., Pastry [29] and CrossROAD [13]. Both of them implement the P2P

commonAPI [10], and thus provide the same functionality to above layers. However, CrossROAD is explicitly designed

for MANET environments. It reduces (with respect to Pastry) the network overhead related to the overlay management

by exploiting cross-layer interactions with a proactive routing protocol. Specifically, the CrossROAD implementation

is compliant with the cross-layer framework described in [11]. Finally, the prototype also includes both proactive and

reactive routing protocols (i.e., OLSR [25] and AODV [3], respectively).

WB performance have been evaluated via an extensive measurement campaign (Section V, VI and VII). We evaluate

our prototype at two different levels, i.e., we quantify i) the QoS perceived by WB users, and ii) the quality of the

multicast tree generated by Scribe. First of all, we show how a proactive routing protocol performs better than a

reactive one with regard to this kind of applications. Then, we highlight that a solution based on Pastry and Scribe is

not very suitable for MANET environments. WB users perceive unacceptably high data loss and delay. Furthermore,

both the Pastry overlay network and the Scribe multicast tree get frequently partitioned. This results in some WB users

to be completely isolated from the rest of the network. Finally, we show that some of these problems can be avoided by

using CrossROAD. Specifically, the structure of the Scribe tree is quite more stable when CrossROAD is adopted, and

partitions problems experienced with Pastry completely disappear. Thus, CrossROAD turns out to be a very promising

P2P system for MANET environments. We conclude the chapter by envisioning cross-layer optimisations that can

significantly improve the P2P mutlicast system, as well (Section VIII).

II. GROUP COMMUNICATION APPLICATIONS AND MANETS

A. Why Group Communication Applications on MANETs?

A high share of applications running on the current Internet is based on the client-server paradigm, the World

Wide Web being the most popular example. Group-Communication Applications (GCA) such as Instant Messaging

and Distributed Games are increasingly diffused, and take a completely different communication pattern. In GCA, a

group of users want to communicate with each other, instead of issuing requests to a central server. Even though
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some GCA implementations on the legacy Internet use client/server transactions (e.g., Instant Messaging typically

uses central servers to detect user presence and availability), the eventual communication pattern among GCA users

is more similar to P2P than to client/server systems. Furthermore, GCA must allow users to have a more dynamic

behavior, and support coordination among them. Specifically, GCA users may appear and disappear dynamically,

possibly resulting in high churn rates.

Group Communication Applications look particularly fit to be developed on MANETs. Recently, the research com-

munity is increasingly interested in issues related to Group Communication for ad hoc networks [1]. On the one

hand, the networking systems designed for MANETs should already include several features that are needed by GCA.

For example, MANET network protocols have to be resilient to very dynamic conditions in which nodes connect and

disconnect dynamically. They should be designed having in mind a completely distributed environment, in which

no central points of coordination can be assumed. They should be able to efficiently handle network partitions and

joining of separated networks. On the other hand (and, most importantly) MANETs can be established without any

pre-existing infrastructure. This makes plausible to run GCA completely on-demand, as soon as a group of users decide

that they want to communicate. The only requirement is that users be sufficiently close to be connected to each other

via possibly multi-hop paths. Temporary nodes’ disconnections may also be tolerable, depending on the particular

application.

Based on these remarks, we belive that Group Communication Applications is an exciting field to be explored to

identify valuable applications for MANET users.

B. Examples of GCA on MANETs

Broadly speaking, any application in which a group of users want to communicate with each other can be seen as a

Group Communication Application. So, it is fairly easy to envision real examples of GCA. For the sake of conciseness,

in this section we mention three representative papers, in which authors describe a candidate application, and discuss

issues related to implement it on MANETs.

In [16] authors discuss issues related to porting Instant Messaging to ad hoc networks. Clearly, the application is not

new, but its increasing diffusion, and the potential benefit of running it on on-demand ad hoc networks, make IM a

premier candidate to be deployed on MANETs. The work in [16] mainly deals with the problem of turning centralised

operations of traditional IM systems into completely distributed ones. They mention peer discovery, presence and

communication management as the main points to be addressed. They also identify components already available in

literature that are able to cope with these issues.

In [14] authors focus on applications requiring coordinated actions among a set of Mobile Robots. While the paper

mainly addresses multicast communication among robots, it also highlights a very promising scenario for Group-

Communication Applications. Mobile robots can be used in several scenarios, ranging from hazard detection to search

and rescue, to exploration in hostile or inacessible-by-human environments.

Finally, [27] considers Augmented Reality Distributed Games. Distributed games over the legacy Internet are already
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largely diffused applications (e.g., Doom, Quake, etc.). Using MANETs as the network platform for such applications

adds a further dimension. Since users are free to move and play with mobile devices, the gaming experience can be

enhanced through augmented reality techniques. For example, in a Doom-like case, the game scene can be a real,

physical place, while tools like armours, medi-kits, etc. can be virtual objects within the real scene. In [27] authors

identify data management issues that have to be addressed to implement such applications. We survey these issues

in more detail in Section III-B.

III. REQUIREMENTS OF GROUP COMMUNICATION ON MANETS

Supporting the Group Communication paradigm is clearly much more complex than supporting the traditional

client/server paradigm. Groups are usually made up of more than two nodes, and group members can join and leave

at arbitrary time and rate. The pattern of communication is usually point-to-multipoint (instead of point-to-point).

Besides requiring efficient network support (e.g., multicasting) this also implies challenging data-management issues.

The scarcity of networking resources available in MANETs makes these problem even more challenging.

In the following of this section we survey the main problems one has to face with to build Group-Communication

Applications. We classify them in three categories, i.e., Group Management, Data Management, and Network Support.

A. Group Management

Essentially, Group Management is about defining who is part of which group, and providing a consistent view of

the group to the members. An example of Group Management system is described in [6], where authors present

a middleware support for Group Communication named AGAPE. The AGAPE Group Management module defines

two possible roles for group members. Managed Entities (ME) just exploit AGAPE to communicate with other group

members. Locality Manager Entities (LME) implement the Group Management functionality. The different roles are

used to define cluster-like structures that help reducing the network overhead related to Group Management. The

AGAPE Group Management module defines the IDs of groups, allows nodes to advertise their presence in the group

and to join/leave the group dynamically. Furthermore, AGAPE supports admission control for new nodes willing to

join the group, and distributes group views, i.e., advertises group members to each other. Therefore, AGAPE includes

a representative set of features that any Group-Communication management system should provide. Other examples

of Group Management systems are presented in [20], [28].

B. Data Management

In any distributed system data management is a focal point. In Group Communication this is actually a very

challenging issue, due to the presence of multiple data producers and consumers. Natural questions to be answered

are where in the network it is better to place the data (close to the consumer? close to the producer?), if and how

to replicate data, how to maintain consistency, etc. Ad hoc networks add further dimensions to the problem because:

i) no central point of aggregation should be assumed, and ii) bandwidth resources are very precious.
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In [27] (distributed gaming) the data authors focus on is the game state. It is very important that the game state

be managed carefully, since players’ actions are based on it. Since no central server is available in MANETs, the game

state is replicated on each node. Then, mechanisms are included to keep the state consistent among the nodes. The

authors explicitely deal with state management upon network partitions and rejoins, which are common events in

MANETs. Since players in different partitions are not able to communicate, they cannot influence each other behavior.

Thus, the game state evolves separately in the different partitions, and a reconciliation policy merges the states of

joining partitions in a global, consistent one (see also [4], [19] for Group Communication in partitioned networks).

Finally, another fundamental requirement discussed in [27] is the causal and temporal ordering of message delivery.

Intuitively, the Group Communication support must ensure that correlated events are received in the correct order by

each user. For example, in a Doom-like game it is not acceptable that an enemy falls dead before the shooter fires.

In [27] authors present an analytical framework to derive maximum delay jitters the network may allow in order to

keep causal and temporal ordering.

Data management for Group Communication does not only mean keeping correct state among the group users,

but also making users able to locate and get the required data efficiently. To this end, data-centric routing strategies

have been proposed. The main idea is that data should not be routed based on topological information (like in IP

networks), but based on the data semantic. Two main families can be identified within data-centric routing, i.e.,

topic-based routing, and content-based routing. In topic-based routing data are categorised in topics. Each topic

is then assigned to a particular node in the network. Distributed mechanisms allow users to map a topic to the

corresponding node, thus allowing them to store and retrieve data related to the topic. Content-based system are

more flexible, since do not require data classified by topic. Instead, users declare their interests, and the system

must be able to locate data that match (also partially) those interest, and route them to the respective nodes. Even

though such systems were originally designed for the legacy Internet [12], [29], they are particularly suited to support

Group Communication Applications on MANETs. These systems require minimal configuration at the application level,

are usually self managing and self healing, and can be designed without any point of centralisation. For example,

CrossROAD [13] is a system for subject-based routing explicitely designed for MANET environments. Also, hybrid

systems exploiting both topic-based and content-based features have been proposed for ad hoc networks [30].

C. Network Support

Group Management and Data Management are two core blocks of any Group Communication system. However,

the ground on which both are founded is an efficient networking environment. In this section we identify the main

communication patterns used in such GC networking supports. For more details on this particular topic, the interested

reader is referred to [24].

In general, the traditional unicast pattern widely adopted in client/server applications is not very suitable for

Group Communication Applications. Rather, multicasting, broadcasting, and gossiping are more fit. All of them allow

point-to-multipoint communication, which is the prevalent pattern in Group Communications.



6

Broadcasting is a straightforward way of disseminating information to all nodes in the sender transmission zone at

once, since wireless transmissions are broadcast in nature (the wireless advantage). However, uncontrolled broadcast

leads to well-known problems like flooding and broadcast storms. Also, reliable broadcast is usually a problem,

since no straightforward way is available to understand if all intended receivers actually got the message. Geocast is

broadcast scoped within a particular geographic region. It is used by applications that have to send messages to all

nodes in a particular region. It shares the advantages and drawbacks of broadcast, and, in addition, it also needs that

nodes can locate themselves in the physical space.

Multicasting is often the most efficient way of achieving point to multipoint communication. Several approaches

have been proposed in literature to implement multicast over MANETs. A classic one (borrowed from the wired

Internet) is building a tree that connects all nodes in the multicast group [5]. A different tree can be built for each

sender in the group, or a single shared tree can be used to carry messages possibly generated by any node in the group.

Tree-based multicasting is very popular in the legacy Internet, but it is questionable whether it is the best approach

also for MANETs. Specifically, the intrinsic instability of wireless links make the tree quite unstable as well, possibly

resulting in low delivery rates and high management traffic. To overcome these drawbacks, mesh-based multicasting

has been proposed [21]. Group members are not joined by a tree, but by a mesh. This structure is more resilient

to link failures and node movements thanks to its redundancy, and thus mesh-based multicasting usually achieves

higher delivery rates.

Both these approaches require nodes to keep some state about the multicast structure. A first argument against this

requirement is that both meshes and trees may encompass also node that are not interested in the group, but that

have to be member of the structure (and hence keep the state) nevertheless. To overcome this drawback, middleware-

level solutions have been proposed, in which the mesh or the tree is built on top of an overlay network that just

encompasses the intended multicast group members [15], [17]. Even though non-group members have possibly to

forward traffic for the group, they are not forced to keep the state of the structure anymore. Another advantage of

middleware-level solutions is the option of implementing multicast protocols on top of a P2P Distributed Hash Table

(DHT). This is actually a very popular approach in the most recent proposals for middleware-level multicast for the

Internet ([7] [26] [31] [9]). This approach is very interesting for a number of reasons. Firstly, the task of defining a

network structure that just encompasses the edge nodes is assigned to the DHT, and has not to be implemented by the

multicast protocol itself. Secondly, the multicast protocol leverages the self-organising and self-recovery features of

the DHT. Finally, the same DHT can be shared by several higher-level services running besides the multicast protocol.

To the best of our knowledge, the feasibility of such systems on multi-hop ad hoc networks has not been investigated

yet. In this work we take this approach, and we choose Scribe ([7]), because it is one of the most recent and popular

p2p multicast protocols, and has shown to outperform other similar approaches sharing the same concepts [8].

A second argument against mesh- and tree-based multicasting is that they are structured solutions. Maintaining

these structures may be very costly in MANET environments, due to the high dynamism of the network. Therefore,

structure-less solutions have been proposed. RDG [23] uses gossiping to avoid structure maintenance. Specifically,
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in RDG each member of a group knows a few nodes that are members of the same group. Upon generating (or

receiving) a message, a node forwards it to the group members it knows. RDG is able to guarantee good reliabilty,

but it introduces possible replicated receptions. On the other hand, DDM [22] exploits unicast routing information

to implement multicast delivery. A sender inspects the unicast routing table to get the next hop towards each other

member in the group. Then, it classifies group members based on the respective next hop. If members R1 and R2

happen to share the same next hop N, then a single message is sent to node N, making it responsible for forwarding

the message to R1 and R2. Structure-less solutions like RDG and DDM look suitable for MANETs, since they do not

require management traffic that can be very costly. However, a drawback of both of them is the fact that they need to

diffuse information about which nodes belong to the group. In [23], [22] this is achieved via periodic flooding and

polling, which are costly operations as well.

The work in [23] can be also seen as an example of gossiping protocol. The main idea of this approach is that senders

of a multicast group select a random subset of nodes in the group to send data to. The same process is repeated

at receiving nodes for a given number of turns, this number and the size of the random subsets being protocol

parameters. It has been shown that such protocols are actually able to deliver messages with high probability to all

intended receivers [23]. A side effect of gossiping is that the message replication rate is quite difficult to control.

Evaluating such an approach in comparison with p2p multicasting is an interesting topic which is however out of the

scope of this work.

IV. A REAL CASE STUDY: THE WHITEBOARD APPLICATION

After having detailed the main requirements of Group Communication Applications in the previous section, we

now focus on a real case study, i.e. a distributed Whiteboard Application (WB). More exciting examples of GCA can

be surely taken into consideration. However, WB is very simple, and this allows us to concentrate on general issues

arising when really implementing GCA support on MANETs.

The Whiteboard can be used to share dynamically generated content (e.g., drawings, messages, . . . , see Figure 1).

Each user runs a WB instance on her mobile device, and selects a topic she wants to associate to (i.e. “treasure

hunting”). Each topic is linked with a canvas on which she can draw strokes or type text. On the same canvas, the

user directly sees strokes and text generated by others.

The Whiteboard has been actually implemented in a real MANET prototype on which we ran an extensive set of

experiments. We also included in the prototype a full network stack, implementing WB data management and network

support. To not add too many dimensions to the problem space, we decided not to include any group management

support. In our tests the set of group members is known in advance, and it does not change over time.

WB uses a topic-based multicast protocol to join group members, and disseminate WB data to the group members.

Therefore, we implement the data management system and part of the network support via a topic-based P2P

middleware suite. Specifically, Scribe [7] is used as the topic-based multicast protocol, since it has shown to outperform

other similar solutions [8]. As better described in Section IV-B, Scribe allows a node to send messages addressed to a
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Fig. 1. The Whiteboard Application

topic by simply knowing the topic name, instead of the whole set of nodes belonging to the group. Scribe is designed to

work on top of a P2P structured overlay network implementing a DHT. As a first step, we used Pastry [29] as the overlay

network, since Scribe was originally designed on it. Even though Pastry was designed for the legacy wired Internet,

evaluating it through an experimental testbed allows us to understand if such an off- the-shelf solution is suitable.

Then, we replaced Pastry with CrossROAD [13], which, being designed for MANETs, provides the same functionality

optimised for this environment. The resulting network architectures are shown in Figure 2. As is discussed in detail

in this book, the main difference between Pastry and CrossROAD is that CrossROAD exploits cross-layer interactions

with a proactive routing protocol (OLSR) to maintain a correspondence between the physical and the logical address

spaces (identified by the DHT). When used on MANETs, this approach proves to be far more efficient than the original

Pastry. More details about Pastry and CrossROAD can be found in the dedicated chapter of this book. For the reader

convenience in the next section we briefly recap their main features.

Fig. 2. Networking stacks: legacy (left) and cross layer (right).

Note that the system we have described so far is not yet fully optimised with respect to what discussed in Section III-

C. Specifically, the multicast support is implemented at the overlay level, but no multicast system is then included

in the network layer. Instead, the real communication at the network level occurs via traditional unicasting. A big

improvement we are working on is to further optimise the network support by designing a multicast system at the
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network level able to allow Group-Communication Applications to route data in a topic-based fashion.

A. Pastry and CrossROAD

Pastry is a P2P system based on a DHT to build a structured overlay network (ring) at the middleware level. A

logical identifier (node id) is assigned to each node hashing one of its physical identifiers (e.g., IP address, hostname).

Messages are sent on the overlay by specifying a destination key k belonging to the logical identifiers’ space. Pastry

routes these messages to the node whose id is numerically closest to k value. To route messages, Pastry nodes maintain

a limited subset of other nodes’ logical ids in their internal data structures (middleware routing tables). Periodic data

exchange between nodes of the overlay are needed to update the state of the overlay. Finally, in order to initially

join the overlay network, each Pastry node executes a bootstrap procedure, during which it initialises its middleware

routing table by collecting portions of other nodes’ routing tables. Specifically, each nodes has to connect to an already

existing Pastry node (i.e., it needs to know its IP address) in order to correctly start the bootstrap procedure.

The bootstrap phase and the periodic data exchange between nodes constitute the main network overhead of

Pastry. CrossROAD, that is a Pastry-like P2P system explicitly designed for MANETs, drastically reduces the Pastry

overhead by exploiting cross-layer interactions with a proactive routing protocol. Specifically, CrossROAD defines

a cross-layer Service Discovery protocol in order to broadcast information about upper-layer services (e.g. Scribe)

through the proactive flooding of routing packets, and to maintain an association between nodes’ IP addresses and

provided services. Hence, each CrossROAD node can autonomously build the overlay, by simply hashing the IP address

of nodes providing the same service. In this way the overlay network related to a particular service is maintained

with almost negligible network overhead in comparison with Pastry. Furthermore, CrossROAD i) is completely self-

organising, since it does not require any bootstrap procedure, and ii) correctly manages cases of network partitioning

and topology changes with the same delays of the routing protocols.

B. Scribe Operations

Scribe exploits topic-based routing to build multicast groups (Figure 3(a)). From the standpoint of the application

running on Scribe, the group is identified by a topic. Scribe uses the hash function provided by Pastry (or CrossROAD)

to generate the topic id (tid) in the logical space of node ids. In order to join the Scribe tree, nodes send a join

message on the overlay with key equal to tid. This message reaches the next hop (say, N) towards the destination on

the overlay network. The node originating the join message is enrolled as a child of N . If not already in the tree,

N itself joins the tree by generating a join message anew. Eventually, such a message reaches the node whose id is

the closest one to tid and it is not further propagated. This node is defined as the root of the Scribe tree.

Application messages are sent on the overlay with key equal to tid (see Figure 3(b)). Hence, they reach the Scribe

root, which is in charge of delivering them over the tree. To this end, it forwards the messages to its children, which

further forward them to their children, and so on.



10

B    C:I’m the root!

     enroll E
2. B:route(t,subs)
     B is next hop
1. E:route(t,subs)
multicast topic: t

     discard msg
13

2

A

C

F

ED

3. B:enroll D

(a)

1 2

3
3

2

3

     <children>,msg)



C

ED

B
F

A

1. D:route(t,msg)
2. C:route(
     <children>,msg)
3. B,F:route(

(b)

Fig. 3. Scribe building the tree (a), and disseminating messages (b).

B R A

CE

D

F

R

Fig. 4. Map of the experiment setup

Finally, the Scribe maintenance procedure is as follows. Each parent periodically sends a HeartBeat message to

each child1. If a child does not receive any message from the parent for a given time interval (20 s in the default

case), it assumes that the parent has given up, and re-executes the join procedure. This simple procedure allows node

to discover parent failures, and re-join the tree, if the case.

V. EXPERIMENTAL SETUP

The experiments reported in this chapter are based on a static MANET. This allows us to highlight limitations that

originate from Pastry and Scribe design, rather than to mobility. Extending the results in the case of mobility is subject

of future work.

The experiment testbed is as depicted in Figure 4. We set up an indoor MANET consisting of 8 nodes. To have an

homogeneous testbed, all nodes are IBM ThinkPad R50 laptops. We use the built-in Intel PRO-Wireless 2200 802.11

card, with ipw2200 driver (on Linux 2.6 kernel). The data rate is set to 11 Mbps. In addition the transmission

power of each card has been adjusted to reproduce the topology shown in the figure and obtain a multi-hop ad hoc

network. During the experiments, nodes marked A through F participate in the overlay network, and run the WB

application (they will be throughout referred to as “WB nodes”). Nodes marked with “R” just acted as routers. It is

worth pointing out that this setup lies within the “802.11 ad hoc horizon” envisioned in [18], i.e. 10-20 nodes, and

2-3 hops. Therefore, it is a valid example of possible real-world MANETs.

1Application-level messages are used as implicit HeartBeats.
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In order to have a controllable and reproducible setup, a human user at a WB node is represented by a software

agent running on the node. During an experiment, each software agent interleaves active and idle phases. During an

active phase, it draws a burst of strokes on the canvas, which are sent to all the other WB nodes through Scribe2.

During an idle phase, it just receives possible strokes from other WB nodes. After completing a given number of such

cycles (a cycle is defined as a burst of strokes followed by an idle time), each agent sends a Close message on the

Scribe, waits for getting Close messages of all the other nodes, and shuts down. Burst sizes and idle phase lengths

are sampled from exponentially distributed random variables. The average length of idle phases is 10 s, and is fixed

through all the experiments. On the other hand, the average burst size is defined on a per-experiment basis. As a

reference point, we define a traffic load of 100% as the traffic generated by a user drawing, on average, one stroke

per second. Finally, the number of cycles defining the experiment duration is fixed through all the experiments. Even

at the lowest traffic load taken into consideration, each agent draws – on average – at least 50 strokes during an

experiment. For the performance figures defined in this chapter (Section V-A) this represents a good trade-off between

the experiment duration and the result accuracy.

Some final remarks should be pointed out about the experiment start-up phase. Nodes are synchronised at the

beginning of each experiment. Then, in the Pastry case, the bootstrap sequence occurs as follows3: node C starts first,

and generates the ring. Nodes E and D start 5 seconds after C, and bootstrap from C. Node B starts 5 seconds after

E and bootraps from E. Node A starts 5 seconds after B and bootraps from B. Finally, node F starts 5 seconds after

D and bootraps from D. After this point in time, the Scribe tree is created and, finally, WB instances start sending

application messages (herafter, WB messages). In this way, the Scribe tree is built when the overlay network is already

stable, and WB starts sending messages when the Scribe tree is completely built.

A. Performance Figures

Since Pastry and Scribe have been conceived for fixed networks, we investigate if they are able to provide an

adequate Quality of Service to users in a MANET environment. To quantify the ”WB user satisfaction” we use two

performance indices:

• Packet Loss: at each node i, we measure the number of WB messages received and sent (Ri and Si, respectively)

during an experiment; the packet loss experienced by node i is defined as pli = 1 − Ri∑
i
Si

.

• Delay: the time instant when each packet is sent and received is stored at the sending and receiving node,

respectively. In this way, we are able to evaluate the delay experienced by each node in receiving each packet.

If dij is the delay experienced by node i in receiving packet j, and Ni the total number of packets received by i

during an experiment, the average delay experienced by node i is defined as Di =

∑
j

dij

Ni
.

Furthermore, we define two more indices, to quantify the quality of the multicast tree created by Scribe.

2Please note that in our software configuration each stroke generates a new message to be distributed on the Scribe tree.
3The same schedule is also used to start CrossROAD, even though a CrossROAD node does not need to bootstrap from another node.
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• Node Stress: for each node, it is defined as the average number of children of that node. If tij is the time interval

(within an experiment) during which node i has nj children, the average node stress of node i is NSi =

∑
j

njtij
∑

j
tij

.

• Re-subscriptions: for each node, we count the number of times (during an experiment) this node sends new

subscriptions requests, because it cannot communicate with the previous parent anymore.

VI. PERFORMANCE WITH PASTRY

The results we report in this section are obtained by using Pastry as DHT, and either OLSR or AODV as routing

protocols. Experiments are run by increasing the traffic load starting from 20% up to 80%.

Before analysing the experimental results in detail, let us define what herafter will be referred to as “crash of the

Scribe Root Node”. In our configuration Pastry assigns node ids by hashing the IP address and the port used by Scribe

on the node. Hence, each node always gets the same node id. Furthermore, the topic used by the WB users is always

the same. Under the hypothesis that Pastry generates a single ring encompassing all WB nodes, the Root of the Scribe

tree (i.e., the node whose id is closest to the WB topic id) is the same through all the experiments, and is node

C in Figure 4. This node will be throughout referred to as the Main Scribe Root Node (MSRN). Due to the Scribe

algorithm, each WB message to be distributed on the tree is firstly sent to MSRN, that then forwards it to its children.

Often, this is an excessive load for MSRN, which, after some point in time, becomes unable to deliver all the received

messages. Messages are thus dropped at the MSRN sending queue. We refer to this event as a crash of MSRN. Of

course, since the application-level traffic is randomly generated, the MSRN crash is not a deterministic event.

A. User QoS

Figures 5 and 6 show the packet loss and the delay indices experienced by the WB nodes considering experiments

where the MSRN does not crash. Specifically, we consider AODV experiments with 10% and 20% traffic load, and

OLSR experiments with 20%, 50% and 80% traffic load, respectively. There is no point in running AODV experiments

with higher traffic load, since the system performance with AODV is very low, even with such a light traffic load. In
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Fig. 6. Delay w/o MSRN crash

the figure legend we also report the rings that Pastry builds during the bootstrap phase (please note that, theoretically,

just one ring should be built, encompassing all WB nodes). Finally, an “x” label for a particular node and a particular

experiment denotes that for that experiment we are not able to derive the index related to the node (for example,

because some components of the stack crashed during the experiment).

Figure 5 allows us to highlight an important Pastry weakness. If a WB node is unable to successfully bootstrap, it

starts a new ring, and remains isolated for the rest of the experiment. In MANET environments, links are typically

unstable, and the event of a WB node failing to contact the bootstrap node is quite likely. Clearly, once a node is

isolated, it is unable to receive (send) WB messages from (to) other nodes for the rest of the experiment, and this

results in packet losses at all nodes. In the “AODV 10%” experiment, nodes A and F are isolated, and create their own

rings. This results in packet loss of about 80% at those nodes (i.e., they just get their own WB messages, which is

about one sixth of the overall WB traffic), and about 33% at nodes B, C, D and E. Similar remarks apply to the “OLSR

50%” experiment. It is more interesting to focus on the “AODV 20%” experiment. In this case, node A is isolated,

while nodes B, C, D, E and F belong to the same ring. As before, A’s packet loss is about 80%. The packet loss at the

other nodes due to the isolation of node A is about 18% (one sixth of the overall traffic). It is interesting to notice

that nodes B and D experience a higher packet loss, meaning that they are unable to get WB messages generated

within the “main” Pastry ring (i.e., nodes B, C, D, E, F). Finally, in the case “OLSR 20%”, Pastry is able to correctly

generate a single ring, and the packet loss is quite low. In the case “OLSR 80%” nodes A and F crash. However, the

packet loss experienced by the other nodes is negligible.

Similar observations can be drawn by focusing on the delay index (Figure 6). First of all, it should be pointed out

that the delay related to nodes that are the sole member of their own ring (e.g., node A in the “AODV 10%” case) is

obviously negligible. Even though – in general – the delay in this set of experiments is low, it can be noted that better

performance are achieved by using OLSR instead of AODV. Finally, it should be noted that MSRN (node C) always

experiences a lower delay with respect to the other nodes in the same ring.
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Figures 7 and 8 show the packet loss and the delay indices in cases of MSRN crash. The packet loss experienced by

nodes in the same ring becomes higher than in cases where MSRN does not crash. In the first three experiments, node

A isolation causes a packet loss of about 18% on the other nodes. Hence, the remaining 60% packet loss is ascribed

to the MSRN crash. Quite surprisingly, OLSR with 80% traffic load shows better performance than OLSR with 50%

traffic load. It is also interesting to note that the packet loss at MSRN is always lower than at other nodes in the same

ring. This highlights that MSRN is able to get, but unable to deliver over the Scribe tree WB messages generated by

other nodes. Similar observations can be drawn by looking at Figure 8, as well. The delay experienced by nodes B,

D, E and F can be as high as a few minutes, either by using AODV or OLSR. Finally, the delay experienced by MSRN

is very low in comparison to the delay experienced by the other nodes.

To summarise, the above analysis allows us to draw the following observations. The Pastry bootstrap algorithm

is too weak to work well in MANETs, and produces unrecoverable partitions of the overlay network. This behavior

is generally exacerbated by AODV (in comparison to OLSR). Furthermore, MSRN is clearly a bottleneck for Scribe.
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MSRN may be unable to deliver WB messages also with moderate traffic loads, resulting in extremely high packet

loss and delay. Moreover, the performance of the system in terms of packet loss and delay is unpredictable. With

the same protocols and traffic load (e.g., OLSR and 50% traffic load), MSRN may crash or may not, resulting in

completely different performance figures. In cases where MSRN crashes, packet loss and delay are clearly too high for

WB to be actually used by real users. However, even when MSRN does not crash, the high probability of WB users to

be isolated from the overlay network makes Pastry-based solutions too unreliable. These results suggest that Pastry

and Scribe need to be highly improved to actually support group communication applications such as WB in MANET

environments.

B. Multicast Tree Quality

In this section we analyse the node stress and re-subscription indices, with respect to the same experiments used

in the previous section.
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Figures 9 and 10 plot the average node stress with and without MSRN crashes, respectively. In both cases, the node

stress is significantly higher at MSRN than at any other node. This means that the Scribe tree is a one-level tree, and

MSRN is the parent of all the other nodes. This behavior is expected, and can be explained by recalling the way Scribe

works. In our moderate-scale MANET, all nodes are in the Pastry routing table of each other. Hence, Scribe join

messages reach MSRN as the first hop, and MSRN becomes the parent of all other nodes (in the same ring). Together

with the way application-level messages are delivered, this phenomenon explains why MSRN is a bottleneck, since it

has to send a distinct message to each child when delivering WB messages over the tree. This is a major limitation

of the Scribe algorithm, and optimisations of the P2P system are clearly not sufficient to cope with it.

In Figures 9 and 10 we have added “R” labels to indicate nodes that occur to become Scribe Root during the

corresponding experiment. When MSRN does not crash (Figure 9) other nodes become Scribe root only as a side

effect of a failed Pastry bootstrap. On an isolated WB node, Scribe builds a tree which consists only of the node

itself, that is thus the root. However, Scribe partitions may also occur due to congestion at the Pastry level in cases
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where MSRN crashes. By looking at Figure 10, it can be noticed that nodes other than MSRN may become root also

if they belonged (after the Pastry bootstrap phase) to the same overlay network of MSRN. This phenomenon occurs,

for example, at node A in the OLSR 80% case, and at node B and F (whenever they become root). It should be

noted that a node with id n1 (other than MSRN) becomes root when i) it looses its previous parent, and ii) the

Pastry routing table does not contain another node id n2 closer to the WB topic id than n1. Figure 10 shows that

the congestion at the Pastry level is so high that the Pastry routing table of some nodes becomes incomplete (i.e.,

MSRN disappears from other nodes’ routing table). Thus, the Scribe tree gets partitioned in several isolated sub-trees.

Clearly, this contributes to the high packet loss measured in these experiments. Another effect of Pastry congestion

during MSRN crashes is a possible reshaping of the Scribe tree. Figure 10 shows that the average Node Stress of E

is close to 1 in the “AODV 20%” and “OLSR 80%” cases. This means that MSRN disappears from the Pastry routing

table of some node, which – instead of becoming a new root – finds node E to be the closest one to the WB topic id.

This phenomenon could be considered a benefit, since it reduces the MSRN node stress. However, it derives from an

incorrect view of the network at the Pastry level, originated from congestion.

Figures 11 and 12 show the re-subscription index for the same set of experiments. Figure 11 shows that, when

MSRN does not crash, the Scribe tree is quite stable. Most of the re-subscriptions occur at node F, which is the

“less connected” node in the network (see Figure 4). In these experiments, the performance in the AODV cases is

worse than in OLSR cases. Furthermore, upon MSRN crashes (Figure 12), the number of re-subscriptions increases

drastically, even in case of “well-connected nodes” (i.e., node B, D and E). MSRN crashes make other nodes unable

to get messages from their parent (i.e., MSRN itself), increasing the number of re-subscriptions. It is interesting to

point out that this is a typical positive-feedback control loop: the more MSRN is congested, the more re-subscriptions

are sent, the more congestion is generated.

To summarise, the multicast tree generated by Scribe on top of Pastry is quite unstable, especially in cases of

MSRN crashes. The tree may get partitioned in disjoint sub-trees, and many re-subscriptions are generated by nodes.

Furthermore, Scribe is not able to generate a well-balanced multicast tree, since MSRN is the parent of all the other

nodes. Directions to optimise Scribe are discussed in Section VIII.

VII. PERFORMANCE WITH CROSSROAD

In this section we show that using a P2P system optimised for MANETs is highly beneficial to the stability of the

Scribe tree. In this set of experiments, we use CrossROAD instead of Pastry, and set the traffic load to 20%, 50% and

100%, respectively. We concentrate on the performance figures related to the quality of the multicast tree, i.e., the

average node stress (Figure 13) and the number of re-subscriptions (Figure 14). A complete evaluation of the User

Satisfaction parameters, as well as further optimisations of the Scribe algorithm, are subjects of future work.

The first main improvement achieved by using CrossROAD is that neither the overlay network nor the Scribe tree

get partitioned. CrossROAD is able to build a single overlay network in all the experiments. Furthermore, even at very

high traffic loads (e.g., 100%), MSRN is the only root of the Scribe tree. Therefore, CrossROAD is able to overcome
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all the partition problems experienced when Pastry is used.

Figure 13 clearly shows that the node stress still remains quite unbalanced among the nodes. MSRN is typically the

parent of all the other nodes, and this contributes to make it a bottleneck of the system, as highlighted above. This

behavior is expected, since it derives from the Scribe algorithm, and cannot be modified by changing P2P system.

Finally, Figure 14 shows that the Scribe tree is more stable (i.e., requires less re-subscriptions) using CrossROAD

instead of Pastry. To be fair, we have to compare Figure 14 with both Figures 11 and 12. It is clear that CrossROAD

outperforms Pastry when used on top of AODV. The “20%” case of CrossROAD should be compared with the “OLSR

20%” case of Figure 11, since in both experiments the overlay network is made up of all nodes. The number of

re-subscriptions measured at node F is the same in both cases, while it is higher at node E when Pastry is used. The

CrossROAD “50%” case shows a higher number of re-subscriptions with respect to the “OLSR 50%” case in Figure 11.

However, it should be noted that in the latter case the overlay network encompasses less nodes, and hence the

congestion is lower. It should also be noted that, with the same nodes in the overlay network, the same protocol stack
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and traffic load, Pastry experiments may suffer MSRN crashes (Figure 12). In this case, the number of re-subscriptions

is much higher than in the CrossROAD case. Finally, results in the CrossROAD “100%” case should be compared with

the “OLSR 80%” case of Figure 12, since the overlay network is the same in both experiments. CrossROAD achieves

comparable performance, and at some nodes it outperforms Pastry, even if the application traffic is significantly higher.

A. Overlay-Network Management Cost

In the previous section we have shown that adopting CrossROAD significantly improves the performance of Scribe.

In this section we highlight that one of the main reasons for this improvement is the big reduction of the network

overhead. This is a key advantage in MANET environments.

Figure 15 shows the network load experienced by nodes A, C and the two nodes which just act as routers,

during the Pastry “OLSR 80%” experiment in which MSRN crashes4. Each point in the plot is computed as the

aggregate throughput (in the sending and receiving directions) over the previous 5-seconds time frame. We take into

consideration the traffic related to the whole network stack, from the routing up to the application layer. Specifically,

nodes A and C are representative for WB nodes, pointing out the difference with nodes that just work as routers. The

discrepancy between the curves related to node A and C confirms that the MSRN node has to handle a far greater

amount of traffic with respect to the other WB nodes, due to the Scribe mechanisms. Furthermore, it should be noted

that the curves related to the two routers can hardly been distinguished in Figure 15, since they are about 400Bps.

This means that the lion’s share of the load on WB nodes is related to Pastry, Scribe and the WB application.

Figure 16 plots the same curves, but related to the “100%” CrossROAD experiment. Also in this case, MSRN (node

C) is more loaded than the other WB nodes. However, by comparing Figures 16 and 15 we can highlight that the

Pastry network load is far higher than the CrossROAD network load. By considering the average value over all nodes

in the MANET, the Pastry load is about 3 times greater than the CrossROAD load. More specifically, the average load

of C and A is 48.5 KB/s and 16.5 KB/s in the Pastry case, while drops to 21.1 KB/s and 2.96 KB/s in the CrossROAD

case. The reduction of the network load achieved by CrossROAD is thus 56% at node C and 82% at node A. Since the

other stack components are exactly the same, CrossROAD is responsible for this reduction5. Furthermore, it should be

noted that, during several time intervals, the load of node A is just slightly higher than that of “routing” nodes. This

suggests that the additional load of CrossROAD management with respect to the routing protocol is very limited.

VIII. CONCLUSIONS AND OPEN DIRECTIONS

Results presented in this chapter allows us to draw the following conclusions. Pastry and Scribe seem not to be good

candidates to support Group-Communication Applications in MANET environments. Pastry is particularly weak during

the bootstrap phase, causing the overlay network to be partitioned into several subnetworks, and some nodes to be

unable to join application services. Further partitions may occur in the Scribe tree due to congestion at the Pastry level.

Finally, the delivery algorithm implemented by Scribe generates a severe bottleneck in the tree, which is highly prone

4We do not take into account AODV experiments, since OLSR has clearly shown to outperform AODV.
5The actual reduction is even higher, since the application-level traffic is 100% in the CrossROAD case.
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to get overladed. All these limitations result in unacceptable levels of packet loss and delay for applications. Many

of these problems can be avoided by adopting a cross-layer optimised P2P system such as CrossROAD. Thanks to the

interactions with a proactive routing protocol, CrossROAD is able to avoid all the partitioning problems experienced

by Pastry, and to drastically reduce the network overhead.

Clearly, CrossROAD cannot solve the problem of bottlenecks in the Scribe trees. Therefore, optimised versions of

Scribe are required for group communication applications such as WB to be really developed in MANETs. What we

believe is really needed is a multicast system that still allows topic-based routing (like Scribe), but also implements

multicast at the network level efficiently. The lessons learned while designing and developing CrossROAD are of

paramount importance in respect of this. CrossROAD actually achieves a similar goal, since it allows nodes to route

data in a topic-based fashion, guaranteeing efficient data delivery at the network level. Actually, extending such a

cross-layer approach also to P2P multicast systems seems to be a very promising direction.
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