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I. INTRODUCTION 
 

A wireless sensor network consists of a large number of 
sensor nodes deployed over a geographical area for 
monitoring physical phenomena like temperature, humidity, 
vibrations, seismic events, and so on. Each sensor node is a 
tiny device that includes three basic components: a sensing 
subsystem for data acquisition from the physical surrounding 
environment, a processing subsystem for local data 
processing and storage, and a wireless communication 
subsystem for data transmission to a central collection point 
(sink node or base station). In addition, a power source 
supplies the energy needed by the device to perform the 
programmed task. This power source often consists of a 
battery with a limited energy budget. In addition, it could be 
impossible or inconvenient to recharge the battery, because 
nodes may be deployed in a hostile or unpractical 
environment. On the other hand, the sensor network should 
have a lifetime long enough to fulfill the application 
requirements. In many cases a lifetime in the order of several 
months, or even years, may be required. Therefore, the 
crucial question is: “how to prolong the network lifetime to 
such long time?” 

In some cases it is possible to scavenge energy from the 
external environment (e.g., by using solar cells as power 
source). However, external power supply sources often 
exhibit a non-continuous behavior so that an energy buffer (a 
battery) is needed as well. In any case, energy is a very 
critical resource and must be used very sparingly. Therefore, 
energy saving is a key issue in the design of systems based 
on wireless sensor networks. 

Experimental measurements have shown that data 
transmission is very expensive in terms of energy 
consumption, while data processing consumes significantly 
less [1]. The energy cost of transmitting a single bit of 
information is approximately the same as that needed for 
processing a thousand operations in a typical sensor node [2]. 
The energy consumption of the sensing subsystem depends 
on the specific sensor type. In many cases it is negligible 
with respect to the energy consumed by the processing and, 
above all, the communication subsystems. In other cases, the 
energy expenditure for data sensing may be comparable to, 
or even greater than, the energy needed for data transmission. 
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The lifetime of a sensor network can be extended by 
jointly applying different techniques. Energy efficient 
protocols are aimed at minimizing the energy consumption 
during network activities. However, a large amount of 
energy is consumed by node components (CPU, radio, etc.) 
even if they are idle. Energy or power management schemes 
are thus used for switching off node components that are not 
temporarily needed. Finally, it’s convenient to consider the 
energy consumption problem on a system basis rather than 
on a component/protocol basis. For this purpose, a cross-
layer approach can be exploited to reduce the energy 
expenditure through the entire protocol stack. 

Based on the above results several energy conservation 
schemes have been proposed. They are mainly aimed at 
minimizing the energy consumption of the communication 
subsystem. With regard to this, there are two main 
approaches to energy conservation: in-network processing 
and power saving through duty cycling. In-network 
processing consists in reducing the number of information to 
be transmitted by means of compression or aggregation 
techniques. It typically exploits the temporal or spatial 
correlation among data acquired by sensor nodes. On the 
other hand, duty cycling schemes define coordinated 
sleep/wakeup schedules among nodes in the network. 

 In this chapter we will survey the main techniques used 
for energy conservation in sensor networks. Specifically, we 
focus primarily on duty cycling schemes which represent the 
most suitable technique for energy saving. However, we will 
also survey the main energy-efficient networking protocols 
proposed for sensor networks (e.g., routing protocols, 
transport/congestion control protocols, and so on). 
Furthermore, we show that cross-layering is a must in the 
design of any system based on sensor networks. On the other 
hand, we will not consider in-network processing techniques 
as they are typically application-dependent.  
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FIG. 1. Sensor network architecture. 

 

In this chapter we will refer mainly to the sensor network 
model depicted in FIG. 1. and consisting of one (or more) 
sink(s) and a high number of sensor nodes deployed over a 
large geographic area (sensing field). Data are transferred 
from sensor nodes to the sink through a multi-hop 
communication paradigm [3]. Both the sink and the sensor 
nodes are assumed to be static (static sensor network). 
However, we will also briefly discuss energy conservation 

schemes for sensor networks with mobile elements (data 
mules). 

The rest of the chapter is organized as follows. Section II 
surveys the main techniques for harvesting energy from the 
external physical environment. Section III discusses the 
general approaches to energy saving in sensor nodes, and 
introduces the taxonomy of energy conservation schemes. 
Section IV analyzes the main topology control protocols. 
Sections V and VI are devoted to power management 
schemes that can be implemented either as general protocols 
on top of a MAC protocol (Section V), or within the MAC 
protocol itself (Section VI). Section VII highlights the 
benefits in terms of energy saving of taking a cross-layer 
approach in the design of systems based on sensor networks. 
Energy harvesting, topology control, power management and 
cross-layering can be regarded as building blocks to design 
energy-efficient networking protocols which are surveyed in 
Section VIII.  

 

II. HARVESTING ENERGY FROM THE 
EXTERNAL ENVIRONMENT 

 

The idea of scavenging energy from the external 
environment to feed electronic devices is not new. For 
example, electronic calculators powered by light sources 
have been sold since a long time ago. The new challenge is 
how to harvest enough energy to sustain the operation of 
devices. Investigating this direction is very important, for 
several reasons. Firstly, energy harvested from the 
environment is pollution free. Secondly, being renewable, it 
potentially allows devices to run unattended for virtually 
unlimited time. 

Energy harvesting for sensor nodes (and more generally 
for portable computers) is still in its early stages, and is 
gaining momentum in the research community [4], [5]. A 
first research direction is collecting energy from 
electromagnetic fields. The most popular and developed 
example is getting energy from light sources via solar cells 
[6]. Unfortunately, current technology allows conversion 
efficiency just between 10% and 30%, thus requiring too 
large surfaces to produce reasonable amounts of energy [7]. 
Should conversion efficiency improve, in many cases this 
technology could replace batteries [8].  

It is also possible to harvest energy from Radio Frequency 
(RF) signals. Actually, this is the way passive RF tags work. 
This approach can be extended to more complex devices, as 
well. For example, researchers are trying to feed sensor 
nodes through the RF signal sent by a reader. While the 
physical principle is exactly the same as in RF tags, the 
power required for feeding a sensor node is quite higher [9], 
making such a technique a challenging one. 

Thermal gradients are another possible source of energy 
harvesting. The Carnot cycle is the physical principle behind 
this approach. For example, the Seiko Thermic wristwatch 
exploits the thermal gradient between the human body and 
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the environment [7]. Also in this case, the conversion 
efficiency is the main problem, especially when the thermal 
gradient is small. This technique could be used for wearable 
sensor nodes, but it is unsuitable for sensor networks 
deployed in a sensing area.  

Radioactivity has also been proposed as a source of energy 
for small devices [10]. The typical limited size of the 
radiating material avoids safety and health problems. This 
technology is particularly suitable for devices operating with 
very limited power (i.e., tens of µW) for very long time. 
Indeed, the limit in time of such a system is governed by the 
half-life of the radiating material, which can be in the order 
of hundreds of years [10]. 

Mechanical movements can be exploited to scavenge 
energy as well. For example, vibrations in the environment 
can be converted through piezoelectric materials. Research in 
this field is already quite developed, so that it has been 
possible to feed an off-the-shelf Mica2Dot Mote operating at 
a 1% duty cycle just by means of such a technique [11]. 
Human movements can be also used to collect energy. Self-
winding wristwatches date back a long ago, as they have 
been diffused since 1930s. More recently (1997), the same 
principle has been used to build windup radios to be used 
when battery availability is an issue [8]. Finally, it has also 
been proposed to harvest energy by heel strikes when people 
walk. It has been proved that this approach can produce an 
average power in the order of 250-700 mW, thus 
representing a very promising direction [7]. 

Even though in the very long term energy harvesting 
techniques might represent the main power source for sensor 
nodes, in the meanwhile the conversion process is not 
efficient enough. Energy scavenging can thus be used just to 
power very simple devices (such as RFID), or as a 
complementary power source, e.g., to replenish a battery in 
the background. In general, the main issue seems not to be 
the amount of energy that can be collected through 
harvesting (which is virtually infinite), but the amount of 
power, which is quite limited [3]. Therefore, even when 
using systems to scavenge energy from the external 
environment, energetic resources at sensor nodes must be 
used judiciously. Hence, energy harvesting and energy 
conservation are two key principles around which sensor 
networks and systems should be designed. In the next 
sections we will survey the main techniques to reduce energy 
consumption in sensor networks, thus prolonging their 
lifetime. 

 

III. REDUCING ENERGY CONSUMPTION 
 

A. General Approaches To Energy Saving 
 

Energy is a critical resource in wireless sensor networks, 
even when it is possible to harvest energy from the external 
environment. Therefore, the key question to answer when 
designing a sensor network based system is the following 

one. “How to minimize the energy consumption of sensor 
nodes while meeting application requirements?”.  

 To answer the above question it is important to know how 
much power each node component dissipates during normal 
operating conditions, i.e., which are the power dissipation 
characteristics of sensor noses [1].  

FIG. 2 shows the architecture of a typical wireless sensor 
node. It consists of four main components: (i) a sensing 
subsystem including one or more sensors (with associated 
analog-to-digital converters) for data acquisition; (ii) a 
processing subsystem including a micro-controller and 
memory for local data processing; (ii) a radio subsystem for 
wireless data communication; and (iv) a power supply unit. 
Depending on the specific application, sensor nodes may also 
include additional components such as a location finding 
system to determine their position, a mobilizer to change 
their location or configuration (e.g., antenna’s orientation), 
and so on. However, as the latter components are optional, 
and only occasionally used, we will not take them into 
account in the following discussion. 
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Communication
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FIG. 2: Architecture of a typical wireless sensor node. 

 

Obviously, the power breakdown heavily depends on the 
specific node. In [1] it is shown that the power characteristics 
of a Mote-class node are completely different from those of a 
Stargate node. However, the following remarks generally 
hold [1].  

• The radio subsystem is the component that accounts for 
the largest energy consumption. A comparison of 
computation and communication costs has shown that 
transmitting one bit over a distance of 100 m consumes 
approximately the same energy as executing 3000 
instructions [2]. Therefore, to reduce energy 
consumption the number of communications should be 
minimized, even at the cost of increasing data 
processing. 

• Due to the small transmission distances, typically the 
power consumed for receiving may be greater than the 
power consumed for transmitting. Therefore, there is no 
real advantage in minimizing the number of 
transmissions. Instead, a power-efficient design should 
minimize the number of receptions. 

• The power consumed when the radio is idle (i.e., it is 
neither receiving nor transmitting data) is approximately 
the same as in transmit/receive mode. Therefore, there is 
no real advantage in maintaining the radio in idle mode.  
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• The power consumption of the sensor node depends on 
the operational mode of the components. For example, 
putting the radio in the sleep mode reduces significantly 
the node power consumption. Therefore, node 
components, and specifically, the radio subsystem, 
should be put in sleep mode whenever possible. 

Based on the above general remarks, several approaches 
can be exploited, even simultaneously, to reduce power 
consumption in wireless sensor networks. The most effective 
way is putting the radio transceiver in the (low-power) sleep 
mode whenever communication is not required. Ideally, the 
radio should be switched off as soon as there is no more data 
to send/receive, and should be resumed as soon as a new data 
packet becomes ready. This way nodes alternate between 
active and sleep periods depending on network activity. This 
behavior is usually referred to as duty cycling, and duty cycle 
is defined as the fraction of time nodes are active during their 
lifetime.  

Obviously, from the power saving standpoint, the duty 
cycle should be as low as possible. However, as sensor nodes 
perform a cooperative task, they need to coordinate their 
sleep/wakeup times. A sleep/wakeup scheduling algorithm is 
required to this end. The sleep/wakeup scheduling algorithm 
is typically a distributed algorithm based on which sensor 
nodes decide when to transition from active to sleep, and 
back. It allows neighboring nodes to be active at the same 
time, thus making packet exchange feasible even when nodes 
operate with a low duty cycle (i.e., they sleep for most of the 
time) 

Duty cycling reduces significantly the energy consumption 
of sensor nodes as, ideally, it keeps nodes active only when 
there is network activity. Actually, it is the most effective 
approach to energy conservation. However, additional 
energy savings can be achieved through an energy-efficient 
design of applications and networking protocols. The goal is 
to develop applications and networking protocols that 
perform their specific task by minimizing network activity. 

At the application layer energy-efficiency can be achieved 
through in-network processing (also called data 
aggregation). In-network processing basically consists in 
reducing the amount of data to be transmitted to the sink 
node, even shifting some processing from the sink to 
intermediate nodes. For example, it is possible to aggregate 
packets or compress data by exploiting the spatial and/or 
temporal correlation in the acquired data. Furthermore, in 
many cases the application just requires aggregate 
information instead of raw data read by sensor nodes. For 
example, the sink node may be interested in knowing the 
maximum (or minimum) temperature within the sensing 
area. In such a case, there is no need to collect all 
temperature values at the sink node. The maximum 
(minimum) value can be computed on the fly by intermediate 
nodes in a cooperative way. When an intermediate node 
receives data from its neighbors, it extracts and forwards 
upstream only the maximum (minimum) value. Needless to 
say, the most appropriate in-network processing technique 

depends on the specific application and must be tailored to it. 
An interesting recent example of such technique is presented 
in [12]. In this paper, authors trade energy consumption for 
data quality: the higher the accuracy of the reported data, the 
higher the energy spent in the network. Such an approach 
leverages the evidence that often even rough data are 
sufficient for the sink to gather enough information from the 
environment. 

Energy efficiency is also the key issue of any networking 
protocol for wireless sensor networks. Due to energy 
limitations, networking protocols must be designed to 
perform their specific task (e.g., routing) by minimizing 
energy consumption, possibly at the cost of decreased 
performance (e.g., energy saving is often traded off with 
latency or throughput). In addition, networking protocols 
must be aware of the sleep/wakeup algorithm used to 
implement duty cycling. In many cases the sleep/wakeup 
scheme is strictly tied with the networking protocol itself. 
For example, many MAC protocols for wireless sensor 
networks include a sleep/wakeup scheme for low duty cycle 
operations (see Section VI). 

However, optimizing each single networking protocol is of 
limited help. It may also happen that reducing the energy 
consumption of a single protocol increases the energy 
consumption of the overall node [3]. What is really important 
is to minimize the energy consumption of the entire sensor 
node. To this end, a cross-layer design approach is much 
more appealing as it allows to face the energy problem from 
a system perspective.  

In the next subsection we will introduce the taxonomy and 
the classification of duty cycling schemes. Then, we will 
survey the main proposals falling in the different categories 
(Section IV through Section VI). Finally, we will shed some 
light to cross-layer design (Section VII), and will survey the 
main networking protocols for wireless sensor networks 
tailored to reducing energy consumption.  

 

B. Taxonomy of Duty Cycling Schemes 
 

As shown in FIG. 3, duty cycling can be achieved through 
two different and complementary approaches. From one side 
it is possible to exploit node redundancy, which is typical in 
sensor networks, and adaptively select only a minimum 
subset of nodes to remain active for maintaining 
connectivity. Nodes that are not currently needed for 
ensuring connectivity can go to sleep and save energy. 
Finding the optimal subset of nodes that guarantee 
connectivity is referred to as topology control. Therefore, the 
basic idea behind topology control is to exploit the network 
redundancy to increase the network longevity. On the other 
hand, active nodes (i.e., nodes selected by the topology 
control protocol) do not need to maintain their radio 
continuously on. They can switch off the radio (i.e., put it in 
the low-power sleep mode) when there is no network 
activity, thus alternating between sleep and wakeup periods. 
Throughout we will refer to duty cycling operated on active 
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nodes as power management. Therefore, topology control 
and power management are complementary techniques that 
implement duty cycling with different granularity.  

 

Duty Cycling

Topology Control Power Management

 
FIG. 3: Taxonomy of duty cycling schemes. 

 

In the following two subsections we will provide a finer 
classification of topology control and power management 
technique, respectively. 

1. Topology Control 

 

The concept of topology control is strictly associated with 
that of network redundancy. Dense sensor networks typically 
have some degree of redundancy. In many cases network 
deployment is done at random, e.g., by dropping a large 
number of sensor nodes from an airplane. Therefore, it may 
be convenient to deploy a number of nodes greater than 
necessary to cope with possible node failures occurring 
during or after the deployment. In many contexts it is much 
easier to deploy initially a greater number of nodes than re-
deploying additional nodes when needed. For the same 
reason, a redundant deployment may be convenient even 
when nodes are placed by hand [13]. 

If the number of nodes is redundant, it follows that not all 
nodes are needed for normal activities required by the 
application(s). Therefore, a fraction of them may be kept 
inactive. Keeping redundant nodes inactive also helps in 
avoiding interferences between neighboring nodes. Inactive 
nodes will be switched on when necessary (for example, 
when a node fails or runs out of energy). Topology control 
protocols are thus aimed at dynamically adapting the 
network topology, based on the application needs, so as to 
allow network operations while minimizing the number of 
active nodes (and, hence, prolonging the network lifetime).  

Before proceeding on it may be worthwhile to point out 
that the term “topology control” has been used with a larger 
scope than that defined above. Some authors include in 
topology control also techniques that are aimed at super-
imposing a hierarchy on the network organization (e.g., 
clustering techniques) to reduce energy consumption. In 
addition, the terms “topology control” and “power control” 
are often confused. However, power control refers to 
techniques that adapt the transmission power level to 
optimize a single wireless transmission. Even if the above 
techniques are related with topology control, in accordance 
with [14], we believe that they cannot be classified as 

topology control techniques. Therefore, in the following we 
will refer to topology control as a mean to reduce energy 
consumption by exploiting node redundancy. 

 

Topology Control

Location driven Connectivity driven

 
FIG. 4: Classification of topology control protocols. 

 

There are two main issues that a topology control protocol 
must address: 

(i) how many sensor nodes to activate? 

(ii)  which nodes to turn on, and when? 

As far as point (i), it is worthwhile to highlight that, if 
there are too few active nodes, the distance between 
neighboring nodes is large and the energy required to 
transmit a packet becomes relevant. In addition, packet loss 
increases. On the other hand, if there are too many active 
nodes, not only they use unnecessary energy, but they may 
also interfere with each other.  

Several criterions can be used to decide which nodes to 
activate/deactivate, and when. From this regard, topology 
control protocols can be broadly classified in the following 
two categories: 

• Location driven. The decision about which node to turn 
on, and when, is based on the location of sensor nodes 
which is assumed to be known [15]. 

• Connectivity driven. Sensor nodes are dynamically 
activated/deactivated in such way to ensure network 
connectivity [16], [17], or complete sensing coverage 
[18]. 

Topology control protocols can extend the network 
longevity by a factor of 2-3 (depending on the network 
redundancy) with respect to a network with nodes always on 
[13], [19]. However, many sensor network applications 
require a much longer network lifetime, e.g., 100 times 
longer [19]. To further increase network longevity topology 
control must be combined with power management which 
introduces duty cycling even in active (i.e., non-redundant) 
nodes [20]. 

2. Power Management 

 

Power management techniques can be subdivided into two 
broad categories depending on the layer of the network 
architecture they are implemented at. As shown in FIG. 5, 
power management protocols can be implemented either as 
independent sleep/wakeup protocols running on top of a 
MAC protocol (typically at the network or application layer), 
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or strictly integrated with the MAC protocol itself. The latter 
approach permits to optimize medium access functions based 
on the specific sleep/wakeup pattern used for power 
management. On the other hand, independent sleep/wakeup 
protocols permit a greater flexibility as they can be tailored 
to the application needs, and can be used with any MAC 
protocol. 

Independent sleep/wakeup protocols can be classified in 
three broad categories, depending on the general approach 
they take to decide when sensor nodes should be switched 
on: on-demand, scheduled rendezvous, and asynchronous 
protocols (see FIG. 5). It may be worthwhile to recall here 
that sensor nodes must coordinate their wakeup periods in 
order to make multi-hop communication feasible and, 
hopefully, efficient. 

 

TDMA-based
Contention-based

Hybrid

Power Management

MAC Protocols
with Low Duty Cycle

Independent
Sleep/Wakeup

Protocols

Asynchronous

Scheduled
Rendezvous

On demand

 
FIG. 5: Classification of power management techniques.  

 

On-demand protocols [21], [22], [20] take the most 
intuitive approach to power management. The basic idea is 
that a node should wakeup only when another node wants to 
communicate with it. This maximizes energy saving since a 
node remains active only for the minimum time required for 
communication. In addition, there is only a very limited 
impact on latency because the corresponding node wakes up 
immediately as soon as it realizes that there is a pending 
message.  

The main problem associated with on-demand schemes is 
how to inform the sleeping node that some other node is 
willing to communicate with it. Typically, such schemes use 
two different radio channels. The first channel is used for 
normal packet exchange (data radio), while the second one 
is used to awake a node when there is message ready for it 
(wakeup radio). The data radio is normally off, and is 
switched on only when a signal is received through the 
wakeup radio. Clearly, the wakeup radio should have a 
limited impact on the node’s consumption. Different on-
demand schemes differ in the way they use the wakeup radio. 
In many cases the power consumption of the wakeup radio is 
not very different from that of the data radio. Duty cycling 
scheme is thus used on the wakeup radio as well [22], [20]. 
Other works assume that the wakeup radio is very low-power 
and can thus be always on [23], [24], [25], [26]. The 

drawback is that the low-power wakeup radio typically has a 
communication range smaller than the data radio. This is a 
strong limitation since two neighboring nodes may be within 
each other’s data radio transmission range but not within the 
wakeup radio range.  

When a second (wakeup) radio is not available or 
convenient, an alternative is using a scheduled rendezvous 
approach [27], [28], [29], [30], [31], [32], [33], [34], [35], 
[36], [37], [38], [39]. The basic idea behind scheduled 
rendezvous schemes is that each node should wakeup at the 
same time as its neighbors. Typically, nodes wake up 
according to a wakeup schedule, and remain active for a 
short time interval to communicate with their neighbors. 
Then, they go to sleep until the next rendezvous time. 
Different schemes differ in the sleep/wakeup pattern 
followed by nodes (see Section V-B). A drawback of the 
scheduled rendezvous schemes is that energy saving is 
obtained at the expense of an increased latency experienced 
by messages to travel through several hops. An additional 
drawback is that nodes must be synchronized. 

In the literature several clock synchronization protocols 
(e.g., [40], [41]) have been proposed to keep nodes 
synchronized. However, maintaining a tight synchronization 
among nodes requires a high overhead in terms of exchanged 
control messages. This, of course, results in energy 
consumption. The basic assumption behind scheduled 
rendezvous schemes is that the energy spent for keeping 
nodes synchronized is largely compensated by the energy 
saving achieved through power management. 

To avoid node synchronization we can use an 
asynchronous sleep/wakeup protocol [42], [43], [44]. In the 
asynchronous protocols a node can wakeup when it wants 
and still be able to communicate with their neighbors. This 
goal can be achieved by designing a sleep/wakeup scheme 
such that any two neighboring nodes always have overlapped 
active periods within a specified number of cycles. 
Asynchronous schemes are generally easier to implement 
and can ensure network connectivity even in highly dynamic 
scenarios where synchronous schemes (i.e., scheduled 
rendezvous) become inadequate. This greater flexibility is 
compensated by a lower energy efficiency. In the 
asynchronous schemes nodes need to wakeup more 
frequently than in scheduled rendezvous protocols. 
Therefore, asynchronous protocols usually result in a higher 
duty cycle for network nodes than their synchronous 
counterparts. In other words, they trade energy consumption 
for ease of implementation and robustness of network 
connectivity. 

As shown in FIG. 5, MAC protocols with low duty cycle 
can be broadly subdivided into three main categories: 
TDMA-based, contention-based, and hybrid protocols. 

TDMA (Time Division Multiple Access) schemes [45], 
[46], [47] naturally enable a duty cycle on sensor nodes as 
channel access is done on a slot-by-slot basis. Time is slotted 
and slots are arranged in frames. Within each frame slots are 
assigned to individual nodes and can be used for 
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transmitting/receiving packets to/from other nodes. Nodes 
need to turn on their radio only during their own slots and 
can sleep during slots assigned to other nodes. In principle, 
this allows to limit the energy consumption to the minimum 
required for transmitting/receiving data. In practice, TDMA-
based protocols have several drawbacks that compensate the 
benefits in terms of energy saving [48]. They lack flexibility, 
have limited scalability, and require tight synchronization 
among network nodes. In addition, it is hard to find a slot 
assignment which avoids interferences between neighboring 
nodes because the interference range is larger than the 
transmission range and, above all, it is time-varying [49]. 
Moreover, TDMA-based protocols perform worse than 
contention-based protocols in low traffic conditions. For all 
the above reasons they are not frequently used as stand-alone 
protocols.  

Contention-based protocols [50], [51], [33], [43], [52] are 
the most popular class of MAC protocols for wireless sensor 
networks. They achieve duty cycling by tightly integrating 
channel access functionalities with a sleep/wakeup scheme 
similar to those described above. The only difference is that 
in this case the sleep/wakeup algorithm is not a protocol 
independent of the MAC protocol, but is tightly coupled with 
it. 

Finally, hybrid protocols [53], [48] try to combine the 
strengths of TDMA-based and contention-based MAC 
protocols while offsetting their weaknesses. The intuition 
behind hybrid protocols is to adapt the protocol behavior to 
the level of contention in the network. They behave as a 
contention-based protocol when the level of contention is 
low, and switch to a TDMA scheme when the level of 
contention is high.  

 

IV. TOPOLOGY CONTROL PROTOCOLS 
 

Wireless sensor networks typically have some degree of 
node redundancy due to several reasons: (i) nodes are often 
deployed at random; (ii) a number of nodes greater than 
necessary is usually deployed to cope with possible node 
failures during or after the deployment; (iii) it is often easier 
to initially deploy a greater number of nodes than re-
deploying additional nodes when needed. Topology control 
protocols are aimed at exploiting such redundancy to prolong 
the network lifetime by activating only a minimum subset of 
nodes that ensure network connectivity. A detailed survey on 
topology control in wireless ad hoc and sensor networks is 
available in [14]. In this section we only review the main 
proposals for topology control in wireless sensor networks. 
According to the taxonomy introduced in Section III-B, 
topology control protocols can be distinguished in location-
driven and connectivity-driven protocols.  

GAF [15] (Geographical Adaptive Fidelity) is a location-
driven protocol that reduces energy consumption while 
keeping a constant level of routing fidelity. It relies upon 
node location information that can be provided by a GPS 

(Global Positioning System) or some other location system. 
The sensing area where nodes are distributed is divided into 
small virtual grids. Each virtual grid is defined such that, for 
any two adjacent grids A and B, all nodes in A are able to 
communicate with nodes in B, and vice-versa (see Figure 
FIG. 6). All nodes within the same virtual grid are equivalent 
for routing, and just one node at time need to be active. 
Therefore, nodes have to coordinate each other to decide 
who can sleep and how long.  
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FIG. 6. Virtual grids in GAF. 

 

In GAF nodes can be in one of the following states: 
sleeping, discovery, and active (see FIG. 7). Initially a node 
starts in the discovery state where it exchanges discovery 
messages with other nodes. Specifically, as soon as a node 
enters the discovery state, it sets a timer Td. When the timer 
fires, the node broadcasts its discovery message and enters 
the active state. In the active state, the node sets up a timer Ta 
to define how long it can stay active. While active, it 
periodically re-broadcasts its discovery message at intervals 
Td. A node in the discovery or active state can change its 
state to sleeping when it detects that some other equivalent 
node will handle routing. Nodes in the sleeping state wake up 
after a sleeping time Ts, and go back to the discovery state.  
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FIG. 7: State transitions in GAF. 

 

In GAF load balancing is achieved through a periodic re-
election of the leader (i.e., the node that will remain active to 
manage routing). The leader election is done by means of a 
rank-based election algorithm. The node with the highest 
rank becomes the node that will (temporarily) manage 
routing in the virtual grid. Node ranks are assigned in such 
way to maximize the network lifetime and are determined by 
several rules. First, a node in the active state has a higher 
rank than a node in the discovery state. This allows to 
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quickly reach a condition where there is a single active node 
in each virtual grid. Second, for nodes that are in the same 
state, the node with the higher expected lifetime has the 
higher rank (possible ties are broken by considering node 
identifiers). To make energy consumption as uniform as 
possible, GAF uses the following strategy. After a node 
remains in the active state for a period Ta it changes its state 
to discovery to allow other nodes to become active. As nodes 
in active state consume more energy than others, it is very 
likely that a node that was recently active has an expected 
lifetime lower than its neighbors in the virtual cell. 
Therefore, when it enters the discovery state and a new 
election procedure starts, it has less chances to be elected 
again.  

GAF is independent from the routing protocol. It can be 
used with any existing routing protocol, and performs at least 
as well as normal routing protocols in terms of packet loss 
and message latency. On the other hand, it is able to conserve 
energy by exploiting node redundancy, thus allowing the 
network lifetime to increase in proportion to node density 
[15]. All nodes within a virtual grid are interchangeable from 
a routing perspective. This may result in an underutilization 
of radio coverage areas as nodes are forced to cover less than 
half the distance allowed by the radio range. In addition, 
GAF requires to know the exact location of each node in the 
network, which might be expensive to achieve. This 
drawback is overcome by connectivity-driven protocols. In 
such protocols nodes are able to discover and react to 
changes in the network topology, and decide whether to 
sleep or join the backbone based on connectivity 
information.  

Span [17] is a connectivity-driven protocol that adaptively 
elects “coordinators” of all nodes in the network. 
Coordinators stay awake continuously and perform multi-
hop routing, while the other nodes stay in sleeping mode and 
periodically check if there is a need to wake up and become a 
coordinator. The protocol achieves the following four goals. 
First, it ensures that there is always a sufficient number of 
coordinators so that every node is in the transmission range 
of at least one coordinator. Second, to spread energy 
consumption as uniformly as possible among network nodes 
Span rotates the coordinators. Third, it tries to minimize the 
number of coordinators (to increase the network lifetime) 
while avoiding a performance degradation in terms of 
network capacity and message latency. Fourth, it elects 
coordinators in a decentralized way by using only local 
information.  

To guarantee a sufficient number of coordinators Span 
uses the following coordinator eligibility rule: if two 
neighbors of a non-coordinator node cannot reach each other, 
either directly or via one or more coordinators, that node 
should become a coordinator. However, it may happen that 
several nodes discover the lack of a coordinator at the same 
time and, thus, they all decide to become a coordinator. To 
avoid such cases nodes that decide to become a coordinator 
defer their announcement by a random backoff delay. If at 

the end of the backoff delay, the node has not yet received 
any announcement from other potential coordinators, it send 
its announcement and becomes a coordinator. Otherwise, it 
re-evaluates its eligibility based on announcement messages 
received, and makes its announcement if and only if the 
eligibility rule is still satisfied.  

A key point in the above coordinator election algorithm is 
how to select the random backoff delay. Each node uses a 
function that generates random time by taking into account 
both the number of neighbors that can be connected by a 
potential coordinator node, and its residual energy. The 
fundamental ideas are that (i) nodes with a higher expected 
lifetime should be more likely to volunteer to become a 
coordinator; and (ii) coordinators should be selected in such 
a way to minimize their number. The node expected lifetime 
can be measured by the ratio Er/Em, where Er denotes the 
amount of residual energy, while Em gives the maximum 
amount of available energy (Er/Em is thus the fraction of 
energy still available at the node). As far as point (ii) above, 
the utility of a node to become a coordinator is defined as 
follows. Let Ni be the number of neighbors of node i, and let 
Ci the number of additional pairs of nodes among these 
neighbors that would be connected if i decided to become a 

coordinator. Clearly, 
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where R is a random value uniformly distributed in [0,1], 
and T is round trip delay experienced by a small packet over 
the wireless link. 

Each coordinator periodically checks if it can stop being a 
coordinator. A node should withdraw as a coordinator if 
every pair of its neighbors can communicate directly, or 
through some other coordinators. To avoid loss of 
connectivity in the time interval between the withdrawal 
message by a coordinator and the subsequent announcement 
by a new coordinator, the old coordinator continues its 
service for a short time after announcing its withdrawal. This 
allows the routing protocol to rely upon the old coordinator 
until the new one is available.  
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The Span election algorithm requires to know neighbor 
and connectivity information to decide whether a node 
should become a coordinator or not. Such information are 
provided by the routing protocol. Therefore, SPAN depends 
on the routing protocol and requires modification in the 
routing lookup process. 

ASCENT [16] (Adaptive Self-Configuring sEnsor 
Networks Topologies) is another connectivity-driven 
protocol that, unlike Span, does not depend on the routing 
protocol and does not require to modify the routing state. In 
ASCENT a node decides whether to join the network or 
continue to sleep based on information about connectivity 
and packet loss that are measured locally by the node itself. 

The basic idea of ASCENT is that initially only some 
nodes are active, while all other ones are passive, i.e., they 
listen to packets but do not transmit. If the number of 
intermediate nodes is not large enough, the sink node may 
experience a large message loss from sources. The sink then 
starts sending help messages to solicit neighboring nodes that 
are in the passive state (passive neighbors) to join the 
network by changing their state from passive to active (active 
neighbors). As soon as a node joins the network it signals the 
presence of a new active node by sending a neighbor 
announcement message. This process continues until the 
number of active nodes is such that the message loss 
experienced by the sink is below a pre-defined application-
dependent threshold. The process will re-start when some 
future network event (e.g. a node failure) or a change in the 
environmental conditions causes an increase in the message 
loss.  
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FIG. 8. State transitions in ASCENT. 

 

The ASCENT protocol is slightly more complex than GAF 
and Span. The state transition diagram is shown in FIG. 8. 
Nodes may be in one of the following states: sleep, passive, 
test, and active. Initially nodes are in the test state. The 
rationale behind the test state is to check whether the 
addition of a new active node may help in improving 
network connectivity, while in the test state nodes exchange 
data and routing control messages. In addition, as soon as a 
node enters the test state, it sets a timer Tt, starts sending 
active neighbor announcements and, at the same time, 

monitors the network conditions. When the timer expires the 
node passes to the active state. However, the node transits to 
the passive state if one of the following two events is 
detected before the timer expiration: 

(i) the number of active neighbors is above the 
Neighbor Threshold (NT); 

(ii)  the Data Loss Rate (Loss) is higher than that 
before entering the test state.  

Due to (i), the number of active neighboring nodes cannot 
be larger than NT.  

When a node enters the passive state it sets up a timer Tp. 
When Tp expires the node enters the sleep state. However, if 
one of the following events occurs before the expiration of Tp 
the node transits to the test state: 

(i) the number of active neighbors is below the 
Neighbor Threshold (NT) and the Data Loss Rate 
(Loss) is greater than a predefined Loss 
Threshold (LT) 

(ii)  the Loss Rate (Loss) is lower than Loss Threshold 
and the nodes receive an help message. 

In the passive state nodes have their radio on and listen to 
all packets transmitted by their active neighbors. However, 
they do not cooperate in forwarding data packets or 
exchanging routing control information. In other words, in 
the passive state nodes collect information about the network 
status without interfering with other nodes.  

A node entering the sleep state sets up a timer Ts and goes 
to sleep. When Ts expires the node changes its state into 
passive. Finally, nodes in the active state forward data and 
routing control messages until they run out of energy. In the 
meanwhile, if the Data Loss Rate increases beyond the Loss 
Threshold, the active node sends help messages. 

As mentioned above, ASCENT is independent of the 
routing protocol. In addition, it limits the packets loss due to 
collisions because the nodes density is regulated by the 
Neighbor Threshold value. Finally, the protocol has good 
scalability properties. On the other side, energy saving does 
not increase proportionally with the node density because it 
depends on passive-sleep cycle and not on the number of 
active nodes.  

 

V. GENERAL SLEEP/WAKEUP PROTOCOLS 
 

In this section we will survey the main sleep/wakeup 
schemes implemented as independent protocols on top of the 
MAC protocol. According to the classification introduced in 
Section III-B, we will discuss on-demand, scheduled 
rendezvous, and asynchronous schemes, in separate 
subsections below. 

 



 

 

10

A. On-demand Schemes 
 

On-demand schemes are based on the idea that a node 
should be awaken just when it has to receive a packet from a 
neighboring node. This minimizes the energy consumption 
and, thus, makes on-demand schemes particularly suitable 
for sensor network applications with a very low duty cycle 
(e.g., fire detection, surveillance of machine failures and, 
more generally, all event-driven scenarios). In such scenarios 
sensor nodes are in the monitoring state (i.e., they only sense 
the environment) for most of the time. As soon as an event is 
detected, nodes transit to the transfer state. On-demand 
sleep/wakeup schemes are aimed at reducing energy 
consumption in the monitoring state while ensuring a limited 
latency for transitioning in the transfer state. 

The implementation of such schemes typically requires 
two different channels: a data channel for normal data 
communication, and a wakeup channel for awaking nodes 
when needed. Although it would be possible to use a single 
radio with two different channels, all the proposals rely on 
two different radios. This allows not to defer the 
transmission of signal on the wakeup channel if a packet 
transmission is in progress on the other channel, thus 
reducing the wakeup latency. The drawback is the additional 
cost for the second radio. However, this additional cost is 
limited as the radio system typically accounts for a small 
percent of the entire cost of a sensor node (less than 15% for 
a MICA mote [22]).  

STEM (Sparse Topology and Energy Management) [22] 
uses two different radios for wakeup signals and data packet 
transmissions, respectively. The wakeup radio is not a low 
power radio (to avoid problems associated with different 
transmission ranges). Therefore, an asynchronous duty cycle 
scheme is used on the wakeup radio as well. Each node 
periodically turns on its wakeup radio for Tactive every T 
duration. When a source node (initiator) has to communicate 
with a neighboring node (target), it sends a stream of 
periodic beacons on the wakeup channel. As soon as the 
target node receives a beacon it sends back a wakeup 
acknowledgement, and turns on its data radio. If a collision 
occurs on the wakeup channel, any node that senses the 
collision activates its data radio up (no wakeup 
acknowledgement is sent in case of collision). The wakeup 
beacon transmission is repeated up to a maximum time 
unless a wakeup acknowledgement is received from the 
target node. 

In addition to the above beacon-based approach, referred to 
as STEM-B, in [54] the authors propose a variant (referred to 
as STEM-T) that uses a wakeup tone instead of a beacon. 
The main difference is that in STEM-T all nodes in the 
neighborhood of the initiator are awakened.  

Both STEM-B and STEM-T can be used in combination 
with topology control protocols. For example, in a practical 
case the combination of GAF and STEM can reduce the 
energy consumption to about 1% of that of a sensor network 
with neither topology control nor power management. This 

increases the network lifetime of a factor 100 [54]. However, 
STEM trades energy saving for path setup latency. In STEM 
the inter-beacon period is such that there is enough time to 
send the wakeup beacon and receive the related 
acknowledgement. Let Twakeup and Twack denote the time 
required to transmit a wakeup beacon and the related 
acknowledgement, respectively. Since nodes are not 
synchronized, the receiver must listen on the wakeup radio 
for a time Tactive at least equal to 2Twakeup+Twack to ensure the 
correct reception of the beacon, i.e., Tactive > 2Twakeup+Twack 
(see also Section V-C). Clearly Tactive depends on the bit rate 
of network nodes. In low bit-rate networks the time between 
successive active periods (T) must be very large to allow a 
low duty cycle on the wakeup channel. This results in a large 
wakeup latency, especially in multi-hop networks with a 
large hop-count. 

To achieve a tradeoff between energy saving and wakeup 
latency, [20] proposes a Pipelined Tone Wakeup (PTW) 
scheme. Like STEM, PTW relies on two different channels 
for transmitting wakeup signals and packet data, and uses a 
wakeup tone to awake neighboring nodes. Hence, any node 
in the neighborhood of the source node will be awakened. 
Unlike STEM, in PTW the burden for tone detection is 
shifted from the receiver to the sender. This means that the 
duration of the wakeup tone is long enough to be detected by 
the receiver that turns on its wakeup radio periodically. The 
rationale behind this solution is that the sender only sends a 
wakeup tone when an event is detected, while receivers 
wakeup periodically. In addition, the wakeup procedure is 
pipelined with the packet transmission so as to reduce the 
wakeup latency and, hence, the overall message latency. The 
idea is illustrated in FIG. 10 with reference to the string 
topology network depicted in FIG. 9 
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FIG. 9: String topology network. 
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FIG. 10: Pipelined wakeup procedure in PTW. 

 

Let’s suppose that node A has to transmit a message to 
node D through nodes B and C. At time t0 A starts the 
procedure by sending a tone on the wakeup channel. This 
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tone awakens all A’s neighbors. At time t1 A sends a 
notification packet to B on the data channel to inform that the 
next data packet will be destined to B. Upon receiving the 
notification messages all A’s neighbors but B learn that the 
following message is not intended for them. Therefore, they 
turn off their data radio. Instead, B realizes to be the 
destination of next data message, and replies with a wakeup 
acknowledgment on the data channel. Then, A starts 
transmitting the data packet on the data channel. At the same 
time, B starts sending a tone on the wakeup channel to awake 
all its neighbors. As shown in FIG. 10, the packet 
transmission from A to B on the data channel, and the B’s 
tone transmission on the wakeup channel are done in 
parallel. As in STEM, the data transmission is regulated by 
the underlying MAC protocol. In [20] it is shown by 
simulation that, if the time spent by a sensor network in the 
monitoring state is greater than several minutes, PTW 
outperforms STEM significantly, both in terms of energy 
saving and message latency, especially when the bit rate of 
sensor nodes is low. 

Both STEM and PTW assume that the power consumption 
of the wakeup radio is not very different from that of the data 
radio. Therefore, they use an asynchronous sleep/wakeup 
scheme for enabling a duty cycle on the wakeup radio as 
well. A different approach is using a low-power radio for the 
wakeup channel. The low-power radio is continuously in 
stand-by, and whenever receives a signal it wakes up the data 
radio [23], [24], [25], [26]. The wakeup latency is thus 
minimized. The main drawback of this approach is that the 
transmission range of the wakeup radio is significantly 
smaller than that of the data radio. This may limit the 
applicability of such a technique as a node may not be able to 
wakeup a neighboring node even if it is within its data 
transmission range. For example, in [26] the low power radio 
operates at 915 MHz (ISM band) and has a transmission 
range of approximately 332 ft in free space, while the IEEE 
802.11 card operate at 2.4 GHz with a transmission range up 
to 1750 ft. However, the consistency between the two 
channels may be ensured by using static or dynamic power 
control. 

A side effect of using a second radio for the wakeup 
channel is the additional power consumption which may not 
be negligible even when using a low-power radio. To 
overcome problems associated with the extra-energy 
consumed by the wakeup radio [21] proposes a Radio-
Triggered Power Management scheme. The basic idea is to 
use the energy contained in wakeup messages (e.g., STEM-B 
beacon) or signals (e.g., STEM-T and PTW tones) to trigger 
system transitions inside the sensor node. The radio-triggered 
scheme, in its simplest form, is illustrated in FIG. 11. A 
special hardware component, a radio-triggered circuit, is 
used to capture the energy contained in the wakeup message 
(or signal), and use such energy to trigger an interrupt for 
waking up the node. The radio-triggered approach is 
significantly different than using a stand-by radio to listen to 
possible wakeup messages from neighboring nodes. The 
stand-by radio consumes energy from the node while 

listening, while the radio-triggered circuit is powered by the 
wakeup message. 
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FIG. 11: Radio triggered power management. 

 

The main drawback of the radio-triggered approach is the 
limitation on the maximum distance from which the wakeup 
message can be sent. When using the basic radio-triggered 
circuit illustrated above the maximum distance is 3 m. This 
distance may be increased up to 30 m at the cost of a more 
complex (and expensive) radio-triggered circuit and 
increased wakeup latency . 

 

B. Scheduled Rendezvous Schemes 
 

Scheduled rendezvous schemes require that all neighboring 
nodes wake up at the same time. Typically, nodes wake up 
periodically to check for potential communication. Then, 
they return to sleep until the next rendezvous time. The 
major advantage of such schemes is that when a node is 
awake it is guaranteed that all its neighbors are awake as 
well. This allows sending broadcast messages to all 
neighbors [55]. On the flip side scheduled rendezvous 
schemes require nodes be synchronized in order to wakeup at 
the same time. Clock synchronization in wireless sensor 
networks is a relevant research topic. However, the 
discussion on clock synchronization is beyond the scope of 
the present chapter. Therefore, in the following we will 
assume that nodes are synchronized by means of some 
unspecified synchronization protocol.  

Different scheduled rendezvous protocols differ in the way 
network nodes sleep and wakeup during their lifetime. The 
simplest way is using a Fully Synchronized Pattern [31]. In 
this case all nodes in the network wakeup at the same time 
according to a periodic pattern. More precisely, all nodes 
wakeup periodically every T duration, and remain active for 
a fixed time Tactive. Then, they return to sleep until the next 
wakeup point. Due to its simplicity this sleep/wakeup 
scheme is used in several practical implementations 
including TinyDB [34] and TASK [28]. A fully synchronized 
wakeup pattern is also used in MAC protocols such as S-
MAC [52] and T-MAC [50] (see Section VI). Even if simple, 
this scheme allows a low duty cycle provided that the active 
time (Tactive.) is significantly smaller than the wakeup period 
T. A further improvement can be achieved by allowing nodes 
to switch off their radio when no activity is detected for at 
least a timeout value [50]. In addition, due to the large size of 
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the active and sleeping part, it does not require very precise 
time synchronization [56]. The main drawback is that all 
nodes become active at the same time after a long sleep 
period. Therefore, nodes try to transmit simultaneously, thus 
causing a large number of collisions. In addition, the scheme 
is not very flexible since the size of wakeup and active 
periods is fixed and does not adapt to variations in the traffic 
pattern and/or network topology.  

The fully synchronized scheme applies equally well to 
both flat and structured sensor networks. To this end it may 
be worthwhile recalling that many routing protocols 
superimpose a tree or cluster-tree organization to the network 
by building a data gathering tree (or routing tree) typically 
rooted at the sink node. Some sleep/wakeup schemes take 
advantage of the internal network organization by sizing 
active times of different nodes according to their position in 
the data gathering tree. The latter could change over time due 
to node failures, topology changes (node that joins or leaves), 
etc. In addition, it could be recomputed periodically by the 
routing protocol to achieve load balancing among nodes. 
However, under the assumption that nodes are static, it can 
be assumed that the data gathering tree remains stable for a 
reasonable amount of time [33]. 

In the Staggered Wakeup Pattern, shown in FIG. 12, nodes 
located at different levels of the data gathering tree wakeup 
at different times. Obviously, the active parts of nodes 
belonging to adjacent levels must be partially overlapping to 
allow nodes to communicate with their children. Finally, the 
active parts of different levels are arranged in such way that 
the portion of active period a node uses to receive packets 
from its children is adjacent to the portion it uses to send 
packet to its parent (FIG. 12). This minimizes the energy 
dissipation to transitioning from sleep to active mode.  

~Wakeup Period (T)~

l

k

j

i

Active Period

Sleeping Period

 

FIG. 12: Staggered sleep/wakeup pattern. 

 

The staggered wakeup pattern shown in FIG. 12 is also 
called backward staggered pattern [31] as it optimizes packet 
latency in the backward direction i.e., from leaf nodes to the 
root (which is typically the sink node). It is also possible to 
arrange nodes’ active periods in such way to optimize the 
forward packet latency (i.e., from the root to leaves). The 
resulting scheme, called forward staggered pattern [31] is 
however not very used in practice, because in real networks 
most of data flows from sensor nodes to the sink. A 

combination of the backward and forward staggered pattern 
is also possible (see below).  

The (backward) staggered scheme was first proposed in the 
framework of TinyDB [34] and TAG [35]. Due to its nice 
properties this scheme has been then considered and 
analyzed in several other papers ([29], [33], [32], [36] among 
others) even if with different names. A staggered wakeup 
pattern is also used in D-MAC [33] (see Section VI).  

With respect to the fully synchronized scheme the 
staggered scheme has several advantages. First, since nodes 
at different levels of the data gathering tree wakeup at 
different times, at a given time only a (small) subset of nodes 
in the network will be active. Thus, the number of collisions 
is potentially lower as there are less nodes that contend for 
channel access (assuming that a contention-based MAC 
protocol is used). For the same reason the active period of 
each node can be significantly shortened with respect to the 
fully synchronized scheme, thus resulting in energy saving. 
This scheme is also suitable to data aggregation. Parent 
nodes receive data from all their children before they forward 
such data to their own parent at the higher level. This allows 
parent nodes to filter data received from children, or to 
aggregate them with their own data. 

The staggered scheme has some drawbacks in common 
with the fully synchronized scheme. First, since nodes 
located at the same level in the data gathering tree wakeup at 
the same time, collisions can potentially still occur. In 
addition, this scheme has limited flexibility due to the fixed 
duration of the active (Tactive) and wakeup (T) periods. The 
active period is often the same for all nodes in the network. 
For example, in [35] Tactive. is set to the duration of the 
wakeup period T divided by the maximum number of hops in 
the data gathering tree, while in [39] it is based on the delay 
to traverse a single hop. 

Ideally, the active period should be as low as possible, not 
only for energy saving but also for minimizing the latency 
experienced by packets to reach the root node (see FIG. 12). 
In addition, since nodes located at different levels of the data 
gathering tree manage different amounts of data, active 
periods should be sized based on individual basis. Finally, 
even assuming static nodes, topology changes and variations 
in the traffic patterns are still possible. The active period of 
nodes should thus adapt dynamically to such variations.  

An adaptive and low latency staggered scheme is proposed 
in [27] (a somewhat similar approach is also taken in [33]). 
By setting the length of the active period to the minimum 
value consistently with the current network activity, this 
adaptive scheme not only minimizes the energy consumption 
but also provides a lower average packet latency with respect 
to a fixed staggered scheme. In addition, by allowing 
different length of the active period for nodes belonging to 
the same level but associated with different parents, it also 
reduces the number of collisions [27]. 

Another adaptive scheme is the Flexible Power Scheduling 
(FPS) proposed in [30]. FPS takes a slotted approach, i.e. 
time is assumed to be divided in slots of duration Ts. Slots 
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are arranged to form periodic cycles, where each cycle is 
made up of m slots and has a duration of Tc=m Ts. Each node 
maintains a power schedule of what operations it performs 
during a cycle. Obviously, a node must keep its own radio on 
only when it is has to receive/transmit from/to other nodes. 
Slotted schemes typically suffer from two common 
problems: they are not flexible and require a strict 
synchronization among nodes. To overcome the lack of 
flexibility FPS includes a on-demand reservation mechanism 
that allows nodes to reserve slots in advance. As far as 
synchronization, slots are relatively large so that only coarse-
grain synchronization is required. 

Several other sleep/wakeup scheme that still leverage the 
tree network organization have been considered and analyzed 
[32], [57]. The Shifted Even and Odd Pattern is derived from 
the Fully Synchronized Pattern by shifting the wakeup times 
of nodes in even levels by T/2 (T being the wakeup period). 
This minimizes the overall average packet latency i.e., the 
average latency considering both the forward and backward 
directions, and also increases the network lifetime. Finally, 
the Two-Staggered Pattern and Crossed Staggered Pattern 
[31] are obtained as combinations of the of the Backward 
Wakeup Pattern and Forward Wakeup Pattern.  

In [31] the authors also propose a multi-parent scheme 
which can be combined with any of the above sleep/wakeup 
patterns. The multi-parent scheme assigns multiple parents 
(with potentially different wakeup pattern) to each node in 
the network. This results in significant performance 
improvements in comparison with single-parent schemes. 

 

C. Asynchronous Schemes 
 

Asynchronous schemes avoid the tight synchronization 
among network nodes required by scheduled rendezvous 
schemes. They allow each node to wakeup independently of 
the others by guaranteeing that neighbors always have 
overlapped active periods within a specified number of 
cycles.  
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FIG. 13: An example of asynchronous schedule based on a 
symmetric (7,3,1)-design of the wakeup schedule function. 

 

Asynchronous wakeup was first introduced in [58] with 
reference to IEEE 802.11 ad hoc networks. The basic IEEE 

802.11 Power Saving Mode (PSM) [59] has been conceived 
for single-hop ad hoc network and thus it is not suitable to 
multi-hop ad hoc networks where nodes may also be mobile. 
In [58] the authors propose three different asynchronous 
sleep/wakeup schemes that require some modifications to the 
basic PSM. 

More recently, Zheng et al. [44] took a systematic 
approach to design asynchronous wakeup mechanisms for ad 
hoc networks. Their scheme applies to wireless sensor 
networks as well. They formulate the problem of generating 
wakeup schedules that rely upon asynchronous wakeup 
mechanisms as a block design problem and derive theoretical 
bounds under different communication models. Based on the 
optimal results obtained from the block design problem, they 
design an Asynchronous Wakeup Protocol (AWP) that can 
detect neighboring nodes in a finite time without requiring 
slot alignment. The proposed asynchronous protocol is also 
resilient to packet collisions and variations in the network 
topology. The basic idea is that each node is associated with 
a Wakeup Schedule Function (WSP) that is used to generate 
a wakeup schedule. For two neighboring nodes to 
communicate their wakeup schedules have to overlap, 
regardless of the difference in their clocks. The idea is 
illustrated in FIG. 13 by means of an example of 
asynchronous wakeup schedule for a set of 7 neighboring 
nodes. This example is based on a symmetric (7,3,1)-design 
of the wakeup schedule function. Symmetric means that all 
nodes have the same duty cycle, while (7,3,1)-design 
indicates that: (i) each schedule repeats every 7 slots; (ii) 
each schedule has 3 active slots out of 7 (blue slots); and (iii) 
any two schedules overlap for at most 1 slot. As shown in 
FIG. 13, by following its own schedule (i.e., by turning on 
the radio only during its active slots) each node is guaranteed 
to communicate with any other neighboring node. 

The above scheme ensures that each node will be able to 
contact any of its neighbors in a finite amount of time. 
However the packet latency introduced may be heavy 
especially in multi-hop networks. In addition, it never 
happens that all neighbors are simultaneously active. 
Therefore, it is not possible to broadcast a message to all 
neighbors [55]. 

Random Asynchronous Wakeup (RAW) [42] takes a 
different approach as it leverages the fact that sensor 
networks are typically characterized by a high node density. 
This allows the existence of several paths between a source 
and a destination and, thus, a packet can be forwarded to any 
of such available paths. Actually, the RAW protocol consists 
of a routing protocol combined with a random wakeup 
scheme. The routing protocol is a variant of geographic 
routing. While in geographic routing a packet is sent to a 
neighbor that is closest to the destination, in RAW the packet 
is sent to any of the active neighbors in the Forwarding 
Candidate Set, i.e., the set of active neighbors that meet a 
pre-specified criterion. The basic idea of the random wakeup 
scheme is that each node wakes up randomly once in every 
time interval of fixed duration T, remains active for a 
predefined time Ta (Ta < T), and then sleeps again. Once 
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awake, a node looks for active neighbors by running a 
neighbor discovery procedure. If there are m neighbors in the 
forwarding set of node S to which a packet destined to node 
D can be transmitted, then the probability that at least one of 
such nodes is awake, when S is awake, is given by  
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If the sensor network is dense, the number (m) of 
neighbors in the Forwarding Candidate Set is large and, by 
(2), the probability P to find an active neighbor to which 
forward the packet is large as well.  

The random wakeup scheme is extremely simple and relies 
only on local decisions. This makes it well-suited for 
networks with frequent topology changes. On the other side, 
it is not suitable for sparse networks. When a node wakes up 
in RAW it is not sure to find another active neighbor, even if 
it is very likely thanks to the network density. Therefore, 
RAW does not guarantee the packet forwarding within one 
time frame (T), while AWP does.  

An alternative approach to ensure that an asynchronous 
node – typically a sender – finds its communication 
counterpart (i.e., the receiver) active when it wakes up, is 
forcing the receiver to listen periodically. The receiver wakes 
up periodically and listens for a short time to discover any 
potential asynchronous sender. If it does not detect any 
activity on the channel it returns to sleep, otherwise remains 
active to send/receive packets. Even if the receiver need to 
periodically wakeup this scheme falls in the category of 
asynchronous schemes because nodes do not need to be 
synchronized. 

Two different variants are possible to discover 
asynchronous senders by periodic listening. We have already 
introduced these two variants with reference to STEM-B and 
PTW, respectively. However, their usage is more general. 
This is why we re-discuss them in this context. 
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FIG. 14: Discovery of an asynchronous sender through 
periodic listening. The sender transmits a stream of periodic 

discovery messages. 

In the first variant, depicted in FIG. 14 the asynchronous 
sender transmits a stream of periodic discovery messages 
(e.g., STEM-B beacons [22]). As anticipated in Section IV-
A, to ensure the correct discovery of the sender, the 
receiver’s listening time (Trx) must be at least equal to Ton+ 

Tidle+ Ton, where, Ton is the time for transmitting a discovery 
message and Tidle is the time between the end of a discovery 
message and the start of the next one. 
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FIG. 15: Discovery of an asynchronous sender through 
periodic listening. The sender transmits a single long 

discovery message. 

The second variant is illustrated in FIG. 15 and differs 
from the previous one in that the sender transmits a single 
long discovery message instead of a stream of periodic 
discovery messages. In this case the receiver listening time 
can be very short provided that the duration of the discovery 
message (Ttx) is, at least, equal to the listening period Trx. 
This variant is used for enabling duty cycling on the wakeup 
channel in PTW. A similar scheme is also used in B-MAC 
[43] (see Section VI-B). In addition, both variants are very 
suitable for sensor networks where mobile nodes (data 
mules) are used to collect data [60], [61]. Since the mule 
arrival time is usually unpredictable, static nodes typically 
use an asynchronous scheme, like the ones shown in FIG. 14 
and FIG. 15, for mule discovery. This allows the timely 
discovery of the nearby mule without keeping the radio 
continuously on [60]. 

 

VI. MAC PROTOCOLS WITH LOW DUTY 
CYCLE 

 

Several MAC protocols for wireless sensor networks have 
been proposed in the literature. Most of them implement a 
low duty-cycle scheme for power management. We will 
survey below the most common MAC protocols by 
classifying them according to the taxonomy introduced in 
Section III-B. Other previous surveys and introductory 
papers on MAC protocols for wireless sensor networks are 
also available in the literature (see, for example, [62], [63] 
and [64]). In the following discussion we will focus mainly 
on power management issues rather than on channel access 
methods. 

 

A. TDMA-based MAC Protocols 
 

In TDMA-based MAC protocols [45], [65], [66], [46], [47] 
time is divided in (periodic) frames and each frame consists 
of a certain number of time slots. Every node gets assigned 
to one or more slots per frame, according to a certain 
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scheduling algorithm, and uses such slots for 
transmitting/receiving packets to/from other nodes. In many 
cases nodes are grouped to form clusters with a cluster-head 
which is in charge to assign slots to nodes in the cluster (as in 
Bluetooth [65], LEACH [66], and Energy-aware TDMA-
based MAC [45]). 

TRAMA [47] is a TDMA-based and energy-efficient 
channel access scheme for sensor networks. TRAMA divides 
time in two portions, a random-access period and a 
scheduled access period. The random access period is 
devoted to slot reservation and is accessed with a contention-
based protocol. On the contrary, the scheduled access period 
is formed by a number of slots assigned to an individual 
node. The slot reservation algorithm is the following. First, 
nodes obtain two-hop neighborhood information, which are 
required to establish collision free schedules. Then, nodes 
start an election procedure to associate each slot with a single 
node. Every node gets a priority of being the owner of a 
specific slot. This priority is calculated as a hash function of 
the node identifier and the slot number. The node with the 
highest priority becomes the owner of a given slot. Finally, 
nodes send out a synch packet containing a list of intended 
neighbor destinations for subsequent transmissions. Thanks 
to this information, nodes can agree on the slots which they 
must be awake in. Unused slots can be advertised by their 
owners for being re-used by other nodes. 

TDMA-based protocols naturally enable duty cycling as 
nodes turn on their radio only during their own slots and 
sleep for the rest of the time. By an appropriate design of the 
slot assignment algorithm, and a correct sizing of the 
protocol parameters, it is thus possible to minimize energy 
consumption. In addition, TDMA-based MAC protocols can 
easily solve (i.e., without extra message overhead) problems 
associated with interference among nodes (e.g., the hidden 
node problem) as it is possible to schedule transmissions of 
neighboring nodes to occur at different times. 

On the other side, TDMA MAC protocols have several 
drawbacks that limit their usage in real sensor networks [48]. 
First, they lack flexibility. In a real sensor network there may 
be frequent topology changes caused by time-varying 
channel conditions, physical environmental changes, nodes 
that run out of energy, and so on. Handling topology changes 
in an efficient way is hard and may require a global change 
in the slot allocation pattern. Second, TDMA schemes have 
limited scalability. Finding an efficient time schedule in a 
scalable fashion is not trivial. In many cases (e.g., in 
Bluetooth [65] or LEACH [66]) a central node is required to 
schedule channel access in a collision-free manner. Third, 
TDMA MAC protocols require tight synchronization among 
network nodes which introduces overhead in terms of control 
message exchange and, thus, additional energy consumption. 
Fourth, finding an interference-free schedule is a very hard 
task since interference ranges are typically larger than 
transmission ranges, i.e., many network nodes may interfere 
even if they are not in the transmission range of each other 
[49]. Therefore, a slot assignment based on transmission 
ranges is not, very likely, an interference-free schedule. In 

addition, interference ranges are time-varying which makes 
static slot assignment unsuitable for real environments. On 
the other hand, adapting the schedule to varying external 
conditions is not trivial. Fifth, under low traffic conditions, 
TDMA MAC protocols perform worse than CSMA MAC 
protocols both in terms of channel utilization and average 
packet delay. This is because in TDMA schemes nodes have 
to wait for their own slots to transmit while in CSMA 
schemes node can try channel access at any time and access 
is almost immediate as there is low contention. 

For all the above reasons, TDMA MAC protocols are not 
very frequently used in practical wireless sensor networks. 

 

B. Contention-based MAC Protocols 
 

Most of MAC protocols proposed for wireless sensor 
networks are contention-based protocols. 

B-MAC (Berkeley MAC) [43] is a low complexity and 
low power MAC protocol developed at UCB, and shipped 
with the TinyOS operating system [67]. The goal of B-MAC 
is to provide a few core functionalities and an energy 
efficient mechanism to access the channel. First, B-MAC 
implements a few basic channel access control features: a 
backoff scheme, an accurate channel estimation facility and 
optional acknowledgements. Second, to achieve a low duty 
cycle B-MAC uses an asynchronous sleep/wake scheme 
based on periodic listening (see Section V-C) called Low 
Power Listening (LPL). Nodes wake up periodically to check 
the channel for activity. The wakeup time is fixed while the 
check interval can be specified by the application. The ratio 
between the wake interval and the check interval defines the 
node duty cycle. B-MAC packets consist of a long preamble 
and a payload. The preamble duration is at least equal to the 
check interval so that each node can always detect an 
ongoing transmission during its check interval. This 
approach does not require nodes to be synchronized. In fact, 
when a node detects channel activity, it just receives the 
preamble and then the payload. 

S-MAC (Sensor-MAC) [52] is a duty-cycle based MAC 
protocol for multi-hop sensor networks proposed by 
researchers at UCLA. Nodes exchange sync packets to 
coordinate their sleep-wakeup periods. Every node can 
follow its own schedule or follow the schedule of a neighbor. 
A node can eventually follow both schedules if they do not 
overlap. Nodes using the same schedule form a virtual 
cluster. The channel access time is split in two parts. In the 
listen period nodes exchange sync packets and special 
control packets for collision avoidance (in a similar way to 
the IEEE 802.11 standard [59]). In the remainder period the 
actual data transfer takes place. The sender and the 
destination node are awake and talk each other. Nodes not 
concerned with the communication process can sleep until 
the next listen period. To avoid high latencies in multi-hop 
environments S-MAC uses an adaptive listening scheme. A 
node overhearing its neighbor’s transmissions wakes up at 
the end of the transmission for a short period of time. If the 
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node is the next hop of the transmitter, the neighbor can send 
the packet to it without waiting for the next schedule. The 
parameters of the protocol, i.e. the listen and the sleep 
period, are constants and cannot be varied after the 
deployment. 

T-MAC (Timeout MAC) [50] is an enhancement of S-
MAC designed for variable traffic load. In detail, T-MAC 
employs a synchronization scheme based on virtual clusters 
similar to S-MAC’s. Schedules between nodes define frames 
within communication takes place. Queued packets are 
transmitted at the beginning of the frame in a burst. Between 
bursts nodes can go to sleep to save energy. The active time 
is defined on the basis of an activation period, in order to 
reduce the amount of idle listening and adapt to traffic as 
well. A node can go to sleep if no significant event (e.g. the 
reception of a packet, overhearing of RTS/CTS etc.) has 
occurred for the duration of the activation period. The length 
of the activation period must be chosen carefully to avoid the 
early-sleeping problem. In fact a node can go to sleep when a 
neighbor has still messages for it. This happens, for example, 
when the communication pattern is asymmetric. T-MAC 
provides some mechanisms to reduce the early sleeping 
problem. They also help in the sensor networks multi-hop 
communication pattern, where the nodes close to the sink 
have to handle more traffic. Besides, T-MAC uses explicit 
signaling to reduce the sleep latency. By using special 
control packets, nodes can hear the intention of another node 
to send a packet, so that they can awake to receive it. T-
MAC has better values of energy efficiency and latency than 
S-MAC. 

D-MAC [33] is an adaptive duty cycle protocol optimized 
for data gathering in sensor networks where a tree 
organization has been established at the network layer. 
Although duty-cycle based MAC protocols are energy 
efficient, they suffer sleep latency, i.e. a node must wait until 
the receiver wakes up before it can forward a packet. This 
latency increases with the number of hops. In addition, the 
data forwarding process from the nodes to the sink can 
experience an interruption problem. In fact, the radio 
sensitivity limits the overhearing range, thus nodes outside 
the range of the sender and the receiver can’t hear the 
ongoing transmission and go to sleep. That’s why in S-MAC 
and T-MAC the data forwarding process is limited to a few 
hops. In DMAC, instead, the nodes’ schedules are staggered 
according to their position in the data gathering tree, i.e., 
nodes’ active periods along the multi-hop path are adjacent 
in order to minimize the latency. Each node has a slot which 
is long enough to transmit a packet. A node having more 
than one packet to transmit explicitly requests additional 
slots to their parent. In this way the length of the active 
periods can be dynamically adapted to the network traffic. 
Finally, D-MAC uses a data prediction scheme to give all 
children the chance to transmit their packets. 

IEEE 802.15.4 [51] is a standard for low-rate, low-power 
Personal Area Networks (PANs). A PAN is formed by one 
PAN coordinator and, optionally, by one or more 
coordinators. The other nodes must associate with a (PAN) 

coordinator, who manages the communication within the 
network. Supported network topologies are star (single-hop), 
cluster-tree and mesh (multi-hop). The IEEE 802.15.4 
standard supports two different channel access methods: a 
beacon enabled mode and a non-beacon enabled mode. The 
beacon enabled mode provides an energy management 
mechanism based on a duty cycle. Specifically, it uses a 
superframe structure which is bounded by beacons – special 
synchronization frames generated periodically by coordinator 
nodes. Each superframe consists of an active period and an 
inactive period. In the active period devices communicate 
with the coordinator they associated with. The active period 
can be further divided in a contention access period (CAP) 
and a collision free period (CFP). During the CAP a slotted 
CSMA/CA algorithm is used for channel access, while in the 
CFP a number of guaranteed time slots (GTSs) can be 
assigned to individual nodes. During the inactive period 
devices enter a low power state to save energy. In the non-
beacon enabled mode there is no superframe structure, i.e., 
nodes are always in the active state and use an unslotted 
CSMA/CA algorithm for channel access and data 
transmission. 

IEEE 802.15.4 beacon-enabled mode is suitable for single-
hop scenarios. However, the beacon-based duty-cycle 
scheme have to be extended for multi-hop networks. In [36] 
the authors propose a maximum delay bound wakeup 
scheduling specifically tailored to IEEE 802.15.4 networks. 
The sensor network is assumed to be organized as a cluster 
tree. An optimization problem is formulated in order to 
maximize network lifetime while satisfying latency 
constraints. The optimal operating parameters for single 
coordinators are then obtained. Therefore, an additional 
extended synchronization scheme is used for inter-cluster 
communication. 

Contention-based MAC protocols are robust and scalable. 
In addition, they generally introduce a lower delay than 
TDMA-based MAC protocols and can easily adapt to traffic 
conditions. Unfortunately, their energy expenditure is higher 
than TDMA MACs because of collisions and multiple access 
schemes. Duty-cycle mechanisms can help reducing the 
energy wastage, but they need to be designed carefully to be 
adaptive and low latency.  

 

C. Hybrid MAC Protocols 
 

Hybrid MAC protocols [53], [48] try to combine the 
strength of TDMA-based and CSMA-based MAC protocols, 
while offsetting their weaknesses. The idea of switching the 
protocol behavior between TDMA and CSMA, depending on 
the level of contention, is not new. In [53] the authors 
propose an access scheme for a WLAN environment that 
relies upon a Probabilistic TDMA (PTDMA) approach. In 
PTDMA time is slotted, and nodes are distinguished in 
owners and non-owners. The protocol adjusts the access 
probability of owners and non-owners depending on the 
number of senders. By doing so it adapts the MAC protocol 
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to work as a TDMA or CSMA scheme depending on the 
level of contention in the network.  

However, PTDMA was conceived for a one-hop wireless 
scenario. Therefore, it does not take into account issues such 
as topology changes, synchronization errors, interference 
irregularities which are quite common in wireless sensor 
networks.  

Z-MAC [48] is a hybrid protocol specifically designed for 
sensor networks. The protocol includes a preliminary setup 
phase during which the following operations are carried out: 
neighbor discovery, slot assignment, local frame exchange, 
and global time synchronization. By means of the neighbor 
discovery process each node builds a list of two-hop 
neighbors. This list is then used by a distributed slot 
assignment algorithm to assign slots to every node in the 
network. This algorithm guarantees that no two nodes in the 
two-hop neighborhood are assigned to the same slot. In other 
words it guarantees that no transmission from a node to any 
of its one-hop neighbor interferes with any transmission from 
its two-hop neighbors. The local frame exchange is aimed at 
deciding the time frame. Z-MAC does not use a global frame 
equal for all nodes in the network. It would be very difficult 
and expensive to adapt when a topology change occurs. 
Instead, Z-MAC allows each node to maintain its own local 
time frame that depends on the number of neighbors and 
avoids any conflict with its contending neighbors. Finally, 
the global time synchronization process is aimed at 
synchronizing all nodes to a common clock. The local slot 
assignment and time frame of each node are then forwarded 
to its two-hop neighbors. Thus any node has slot and frame 
information about any two-hop neighbors and all 
synchronize to slot 0. At this point the setup phase is over 
and nodes are ready for channel access, regulated by the 
transmission control procedure. Nodes can be in one of the 
following modes: Low Contention Level (LCL) and High 
Contention Level (HCL). A node is in the LCL unless it has 
received an Explicit Contention Notification (ECN) within 
the last TECN period. ECNs are sent by nodes when they 
experience high contention. In HCL only the owners of the 
current slot and their one-hop neighbors are allowed to 
compete for accessing the channel. In LCL any node (both 
owners and non-owners) can compete to transmit in any slot. 
However, the owners have priority over non-owners. This 
way Z-MAC can achieve high channel utilization even under 
low contention because a node can transmit as soon as the 
channel is available.  

 
VII. CROSS-LAYER DESIGN 

 
Even though energy conservation is a general concern for 

all mobile computing fields, it is probably the driving force 
in wireless sensor networks. Researchers in this field tend to 
look at low energy consumption as the main target, and trade 
off any other performance figure (e.g., throughput, delivery 
ratio, reliability) for longer lifetime. This approach naturally 
leads to optimize the network protocols design as much as 

possible from an energetic standpoint. The clean separation 
(and interfaces) between layers of traditional protocol stacks 
is often abandoned, because protocol designers need to 
gather information from any layer, provided it is useful to 
make the protocol more energy-efficient. Cross layering in 
wireless sensor networks is so common, that sometimes 
papers’ authors neglect to mention that their protocol 
exploits cross-layer interactions. 

Broadly speaking, we can categorize papers adopting cross 
layering for energy conservation in sensor networks in three 
classes: algorithmic approaches, side-effect approaches, and 
pure cross-layer energy-conservation schemes. In the 
following of this section we will separately survey each 
class. Finally, we will highlight some architectural issues 
related to cross-layering in Section D. 

 

A. Algorithmic Approaches 
 

Papers falling in this class abstract the problem of 
increasing the sensor network lifetime through optimization 
programming techniques. The typical framework consists in 
defining an (possibly linear) optimization problem, in which 
some function of the network energy consumption has to be 
minimized (or, equivalently, the network lifetime has to be 
maximized). The constraints of the problem allow to model 
real constraints of the network. From a networking 
perspective, these formulations are cross-layer in nature, 
since the parameters of the objective function and the 
constraints usually depend on data that resides at different 
layers of the stack. For example, in [68] the authors focus on 
sensor networks supporting in-network aggregation for 
distributed queries. Specifically, the network has to deliver 
data to the sink in order to answer queries in which aggregate 
operators can be specified. Aggregation is not performed at 
the sink on the raw data sensed from the environment, but is 
computed in the network in a distributed and incremental 
fashion, so as to reduce the traffic (and the energy 
consumption). Authors define optimization problems to find 
the optimal routing policy in terms of energy consumption. 
In other words, the solution of the problem is the routing 
policy that achieves the minimum energy consumption for 
the given network. A cross-layer feature of this particular 
example is the fact that different problem formulations are 
used depending on the type of aggregate queries taken into 
consideration. So, the routing policy is actually computed 
based on application-level information, i.e., the kind of query 
submitted to the network. The work presented in [69] also 
falls in this category. In this case, authors jointly optimize (in 
terms of energy consumption) the topology control, the 
routing, and the sleep/wakeup schedule of the nodes based 
on the physical data rate the network is operating in. A 
further example of this approach is presented in [70]. 
Specifically, the authors define optimization problems that 
provide the optimal parameters in terms of energy 
consumption for the transmit power levels, the routing flow, 
and the links’ scheduling. The same approach is also taken in 
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[71], even though the focus there is specifically on UWB 
sensor networks. Other examples can be found in the Related 
Work section of [70]. 

Usually, the optimization problems defined in this way 
turn out to be NP-complete. After proving this, authors 
define heuristics that are able to approximate the optimal 
solution with a certain (hopefully small) bound. 

Even though such approaches are interesting from an 
intellectual standpoint, and also provide solid analytical 
frameworks, they tend to be very abstracted from the real 
world. Drastic approximations are usually necessary to make 
the problem analytically tractable. But the serious drawback 
is the fact that it is typically very difficult to guess how much 
these approximations will impact on the performance of a 
real system. 

 

B. Side-effect Approaches 
 

Papers in this class usually do not share the same drastic 
approximations used by algorithmic approaches, and do not 
deal with the energy management problem via optimization 
problems. Instead, they propose energy-aware networking 
protocols. We name this class as Side-Effect Approaches, 
because the main focus of such papers is not on designing 
cross-layer energy management schemes. Rather, they design 
cross-layer networking protocols that, as a side effect, also 
turn out to reduce the energy consumption with respect to 
other reference cases. 

There are plenty of papers following this approach in the 
literature. Just to give some examples, we focus on [72], 
[73], [74], and [75]. The authors of [72] define an energy-
aware routing protocol that selects routes based on (i) the 
link error rates, and (ii) the end-to-end reliability requirement 
of the data to be routed. The claim of [72] is that, in order for 
routing policies to be energy efficient, it is not sufficient to 
take into account just single-link qualities, because data have 
to be forwarded over multi-hop paths. Thus, it is better to 
estimate the routes cost based on the expected total time 
required to reach the destination. This quantity is clearly 
dependent on the reliability scheme used by the application 
(e.g., end-to-end or hop-by-hop). 

In [73] authors propose an energy-efficient protocol to 
disseminate data from sensor nodes to multiple sinks. The 
novelty of this paper is that the dissemination tree is built 
based on the nodes’ locations and on the packet traffic rates 
among nodes. 

As [72], both [74], [75], and [76] define energy-aware 
routing protocols. But, with respect to [72], they take a quite 
novel approach. Specifically, they assume that the sink could 
be mobile, and jointly identify the best sink mobility pattern 
and routing policy for sensor nodes to reach the sink that 
minimizes the energy consumption of the network (or, 
equivalently, that maximizes the network lifetime). 

 

C. Pure Cross-layer Power-Management Schemes 
 

With respect to papers that achieve energy conservation as 
a side effect, papers in this category directly aim to design 
energy management schemes, by exploiting information 
residing at different layers of the network stack. To make the 
difference clearer, an energy conservation scheme has to care 
about the energy consumed by the sensor nodes (or, better 
yet, by the sensor network) in all possible operating 
conditions. For example, an energy-aware routing protocol 
can optimize the forwarding procedure, but cannot manage 
the energy spent by sensor nodes when they are not 
forwarding anything. Of course such approaches are not 
mutually exclusive in principle. 

The work in [77] proposes a power management scheme 
that turns off the wireless transceiver of sensor nodes when 
they are not required by the running applications. More 
specifically, it assumes a TDMA MAC protocol, and defines 
the TDMA schedule based on the application demands. 
Under the assumption of applications periodically reporting 
to sinks, MAC-level frames are aligned with the beginning of 
reporting periods. Abstracting a bit from [77], we can 
envision cross-layer energy managers that switch on and off 
the networking subsystem of sensor nodes based on the 
demand of all networking layers. 

The definition of sleep/wakeup patterns is the goal of [31], 
as well. Differently from standard approaches, in which a 
node is bound to follow a well-defined schedule, in this 
paper nodes can dynamically decide to join different 
available schedules based on the expected delay towards the 
destination. Essentially, when a node has to send (or 
forward) a packet, it chooses the schedule of the next hop 
corresponding to the path achieving the fastest delivery. In 
this case, the energy manager exploits topological 
information in order to decide when to turn the wireless 
interface on and off. 

The final example we consider for this class is [78]. Also 
in this case authors focus on a sensor network in which 
sensors have to periodically report to a sink. The main idea 
of this paper is exploiting the temporal correlation of 
physical quantities (e.g., temperature) to reduce the amount 
of time the nodes has to turn their wireless interface on. At 
the same time, this energy manager takes also into 
consideration the maximum inaccuracy that the application is 
willing to tolerate on reports, and the maximum delay that 
the application can admit in starting reporting. Based on the 
samples collected from the environment, each sensor node 
computes a model of future readings. This model is sent to 
some node responsible for storing models. This node is then 
responsible for generating reports (and sending them to the 
sink) on behalf of the sensor node. While the model is 
accurate enough, the sensor nodes can keep its wireless 
interface off. Readings that differ from the predicted values 
by some application-defined threshold triggers a violation. 
Only in this case the sensor node turns the wireless interface 
on and sends the actual reading to the sink. The sink sends 
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new queries not directly to the interested sensor node, but to 
the same node responsible for storing the models, where they 
are temporarily buffered. Sensor nodes are required to 
periodically poll this node to check for possible new queries. 
The polling period is based on the maximum delay the 
application is willing to tolerate. 

 

D. Architectural Issues 
 

Despite its indubitable advantages, cross layering is a tool 
to be handled with some care. A recent paper by Malesci and 
Madden brought this out very clearly [56]. Authors highlight 
through experimental measures that the performance of a 
protocol in a given layer depends on “hidden” cross-layer 
interactions with protocols in other layers. For example, they 
show drastic performance differences when the same MAC 
protocol is used with different routing protocols. Such results 
are not very surprising per se, but are very significant in the 
context of wireless sensor networks. Actually, a flurry of 
protocols for any layer have been proposed for sensor 
networks, and no one is nowadays a clear winner. Thus, 
performance evaluations should carefully state the limits of 
their validity, since changes in any layer of the stack might 
significantly impact on the performance of any other layer. 
Another caveat from [56] is the fact that cross-layering might 
result in monolithic network stack in which layers are 
coupled so tightly that any maintenance or partial 
replacement becomes practically unfeasible. Authors note 
that this trend has produced vertically integrated network 
stacks that cannot be integrated in any way, nor can be 
mixed. Previously, Kawadia and Kumar raised similar 
concerns with respect to ad hoc networks in general [79]. To 
avoid such “spaghetti-like” network stacks, authors of [56] 
advocate the definition of standard APIs to implement cross-
layer interactions. 

An example of such solution is the Sensor network 
Protocol (SP) proposed in [80] and [81]. SP is an 
intermediate layer between the MAC and the network layer. 
SP aims to join the advantages of cross-layer optimizations 
and the portability of legacy-Internet solutions. It takes the 
footsteps of the IP protocol, in the sense that it abstracts all 
details of the underlying MAC protocol, while providing a 
standard, well-defined interface to the network layer. 
However, while the IP protocol is completely opaque, as it 
does not expose any lower-level information to above layers, 
SP is translucent. Specifically, it allows the network layer to 
gather information about the lower levels, thus enabling 
cross-layer optimizations. The definition of a standard 
interface between SP and the adjacent layers avoids 
spaghetti-like stacks, and improves management and 
portability. 

Independently from the work described in [80] and [81], 
similar conclusions have been drawn within the MobileMAN 
Project [82]. In this project the focus was on mobile ad hoc 
networks (MANETs) rather than on sensor networks. 
However, the main architectural framework designed within 

this project could be ported to sensor networks, as well. 
Specifically, MobileMAN researchers have defined a NeSt 
(Network Status) module to implement cross-layer 
interaction among protocols at any layer in the stack. NeSt 
acts as a mediator between two protocols willing to interact. 
Instead of interacting directly, protocols generate information 
that is stored by the NeSt (e.g., the link layer could ask the 
NeSt to store the packet-drop probability), and query the 
NeSt to get information generated by other protocols (e.g., 
the transport protocol may wish to get a notification when a 
link breaks). Interactions with the NeSt occur through a well-
defined API, which actually shields and insulates protocols 
from each other. Even though the NeSt and SP definitions 
appear to have come out in parallel, NeSt extends the 
concept of translucency between protocols to any layer in the 
stack, instead of confining it between the MAC and the 
routing layers. 

In conclusion, we believe that cross-layering is actually the 
way to go to implement energy-efficient networking schemes 
in sensor networks. Indeed, the advantages brought by cross-
layering are really huge. However, we agree that cross-
layering has to be implemented without breaking stacks 
maintainability and portability. Approaches like SP and NeSt 
look like the right direction to pursuit. 

 

VIII. ENERGY-EFFICIENT NETWORKING 
PROTOCOLS 

 

Networking protocols for sensor networks have been 
extensively studied and constitute a large part of the research 
activity on sensor networks. The interested readers can find 
an excellent and comprehensive coverage of this topic in [3] 
and [83]. Below, we will briefly discuss issues related to 
energy conservation. Specifically, we will survey how 
energy efficiency can be achieved at different layers of the 
OSI reference model. In fact, energy conservation is a cross-
layer issue and should be implemented at each layer of the 
protocol stack. 

 

A. Physical and Data Link Layers 
 

For Physical and Data Link layers the power efficiency 
questions are similar to those addressed in wireless networks: 
how to transmit in a power efficient way bits and frames, 
respectively, to devices one-hop away. Apart from medium 
access control, discussed in Section VI, these problems 
include identifying suitable modulation schemes, efficient 
FEC strategies, etc. (see [3], [84]). Of course, the solutions of 
these problems are strongly affected by the sensor-device 
resources’ constraints. The proposed solutions are generally 
independent from the applications, however, recently some 
authors [85] proposed to apply data-centric policies also at 
the MAC layer. The basic idea is to exploit spatial 
correlation among neighboring nodes to reduce the number 
of transmissions at the MAC layer. 
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B. Network layer 
 

Many solutions have been proposed in the literature for 
energy efficient routing in wireless sensor networks. A 
comprehensive presentation of this topic can be found in [86] 
and [87]. A taxonomy of routing protocols for wireless 
sensor networks is shown in FIG. 16. Almost all routing 
protocols for sensor networks can be classified by means of 
the network structure they exploit. These network-structure-
based protocols can be further divided in three categories: 
location-based, hierarchical and flat. Some other protocols, 
however, do not fit this scheme and are generally 
distinguished on the basis of their operations. For example, 
[88] and [89] setup routes as the solution of a network flow 
model. Furthermore, SAR [90] and SPEED [91] use QoS 
metrics to trade off energy consumption and data quality. 
The work in [92] defines routes based on reliability achieved 
via a separate link level mechanism, also defined in the 
paper. Finally, the work in [93] focuses on the funneling 
effect, i.e., the fact that nodes close to sink(s) tend to exhaust 
their energy more quickly than nodes far away, because they 
have to route more traffic towards the sink(s). To fight this 
problem, authors define the optimal transmission range of 
nodes depending on their distance (in terms of hops) from 
the sink. The rationale is to reduce the transmission power of 
nodes close to the sink so as to balance the additional burden 
they have to carry due to routing tasks. 

 

Network flow Quality of service

Routing

Protocol operation

Network structure

Flat

Hierarchical

Location-based

...

  

FIG. 16: Taxonomy of routing protocols. 

 

In the following we will focus on network-structure-based 
protocols because they are the most representative from the 
energy-aware design perspective. 

Location-based routing protocols exploit nodes’ position 
or proximity to route data in the network. Many of these 
protocols – e.g. GAF [15], SPAN [17] and ASCENT [16] – 
also use location information to power off the nodes which 
are not involved in the routing process. From this point of 
view they can also be seen as topology control protocols, as 
explained in Section IV. Nevertheless, some protocols take 
different approaches. For example, GEAR [94] splits the 

forwarding process in two steps: forwarding toward the 
target region and forwarding within the target region. The 
first step uses an estimated cost based on nodes’ distance and 
residual energy. The second step involves a combination of 
geographic forwarding and restricted flooding. Another 
protocol exploits low-power GPS receivers to obtain the so 
called Minimum Energy Communication Network (MECN) 
[95]. This protocol builds a graph which accounts for the 
power consumption needed to transmit or receive packets. 
Once this graph is available, a distributed algorithm compute 
the minimum energy subnetwork that can be used for 
communications. An extension of this protocol can find the 
Smallest MECN, with higher energy gains if the broadcast 
region is circular around the broadcast transmitter [96]. 

Hierarchical routing protocols, also referred to as 
clustering protocols, superimpose a structure in the network, 
i.e., they give some nodes a special role in the 
communication process. Clustering was introduced in 80’s to 
provide distributed control in mobile radio networks [97]. 
Inside the cluster one device is in charge of coordinating the 
cluster activities (cluster head). Beyond the cluster head, 
inside the cluster, we have: ordinary nodes that have direct 
access only to this one cluster head, and gateways, i.e., nodes 
that can hear two or more cluster heads [97]. As all nodes in 
the cluster can hear the cluster head, all inter-cluster 
communications occur in (at most) two hops, while intra-
cluster communication occurs through the gateway nodes. 
Ordinary nodes send the packets to their cluster head that 
either distributes the packets inside the cluster, or (if the 
destination is outside the cluster) forwards them to a gateway 
node to be delivered to the other clusters. Only gateways and 
cluster heads participate in the propagation of routing 
control/update messages. In dense networks this significantly 
reduces the routing overhead, thus solving scalability 
problems for routing algorithms in large ad hoc networks. In 
traditional wireless scenarios the main goals of clustering are 
scalability and efficiency. In wireless sensor networks 
clustering is also used for data aggregation and energy-aware 
communication. 

Several clustering algorithms have been proposed for 
wireless sensor networks (see [98] and [86] for additional 
information). One of the most popular is the Low Energy 
Adaptive Clustering Hierarchy (LEACH) [66]. LEACH 
divides network operations in two steps: a setup phase and a 
steady phase. In the setup phase cluster heads are selected by 
means of a random distributed algorithm. The non cluster-
head nodes join the cluster which minimize the energy 
needed for communications. After the association procedure 
cluster heads create a cluster-wide schedule. The actual 
communication takes place during the steady phase. Sensing 
nodes collect data and transmit them to the cluster head. The 
cluster head performs aggregation and forwards the results to 
the sink. The steady phase is much longer than the setup 
phase to reduce protocol overhead. Moreover, the setup 
phase repeats periodically to ensure cluster head rotation. 

In [99] the authors present a protocol called PEGASIS 
which improves LEACH by using a chain-based scheme. At 
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first chains are constructed by using a greedy algorithm. 
Then data is transferred and aggregated along the chain. 
Only one node in the chain, i.e. the leader, transmits data to 
the base station. Leaders take turns to save energy when 
transferring data to the base station. 

TEEN [100] and APTEEN [101] are threshold-based 
clustering protocols targeted to time critical applications, 
such as event detection. In TEEN cluster heads advertise two 
parameters, a hard threshold and a soft threshold. Nodes 
continuously sample the environment, but transmit to cluster 
heads only if the data is greater than the hard threshold. This 
limits energy consumption because the radio transceiver is 
kept in sleep mode for most of the time. In order to further 
reduce power, subsequent transmissions are allowed only if 
the variation of sensed data is greater than the soft threshold. 
Cluster heads periodically rotate in this case as well. 
APTEEN is an extension to TEEN in order to achieve better 
flexibility. APTEEN can dynamically change the operating 
parameters to match the application needs. In addition, 
APTEEN allows greater energy savings by means of 
transmission scheduling and aggregation. 

 

 

FIG. 17: Directed diffusion communication paradigm. 

 

Flat routing protocols assume all nodes in the network 
behave the same for data processing and delivery, in contrast 
with the hierarchical approach. Flat routing follows the data-
centric communication paradigm, i.e. in sensor networks data 
are more important than the individual nodes’ identities. 
Thus, routing and forwarding inside a sensor network require 
a form of data-centric data dissemination to/from the sensor 
nodes. In this case, information is referred by using attributes 
of the phenomenon. For example, the query “tell me the 
temperature in the region X” needs to be disseminated to 
sensor nodes of a region X. At the same time, data coming 
from the region X have to be delivered to the user(s) issuing 
the query. Simple techniques such as flooding and gossiping 
can be used to disseminate the data inside the sensor network 

[87], [86]. However, these techniques waste energy resources 
by sending redundant information throughout the network. 
Several application-aware algorithms have been devised to 
efficiently disseminate information in a wireless sensor 
network. These algorithms are based on the 
publish/subscribe paradigm. Nodes publish the available data 
that are then delivered only to nodes requesting them. 
Dissemination algorithms achieve additional energy savings 
through in-network data processing based on data 
aggregation. 

One of the most popular approaches is Directed Diffusion 
[102]. In directed diffusion each data is referred by an 
attribute-value pair. The sink broadcasts an interest that is a 
task description, containing a timestamp and a gradient (FIG. 
17-a). The interest is linked to named data through the 
attribute-value pair. Each sensor stores the interest in a cache 
upon reception. Data dissemination, i.e. interest propagation, 
set up gradients related to data matching the interest (FIG. 
17-b). When the originating node has matching data it sends 
through the interest gradient path (FIG. 17-c). Data 
propagation and aggregation are performed locally. 

Directed diffusion inspired a number of similar protocols. 
For example, Gradient Based Routing (GBR) [103] improves 
directed diffusion using two different design choices. First, 
the interest includes a hop count (with respect to the sink), 
such that the gradient is set up along the minimum distance 
to the sink. Second, a number of data spreading and fusion 
schemes are employed to balance the load on sensor nodes, 
thus increasing the network lifetime. On the other side, 
Energy Aware Routing (EAR) [104] route data towards the 
sink along low-energy paths. To avoid depleting the energy 
of the nodes belonging to the minimum-energy path, EAR 
chooses one of multiple paths with a probability that 
increases the total network lifetime. 

Similarly to directed diffusion, SPIN sends data only to 
sensor nodes which have requested them explicitly [105]. 
SPIN is based on a negotiation phase in which nodes 
exchange descriptors (i.e. metadata). Communications are 
more efficient because nodes send information describing the 
data instead of the data itself. First nodes advertise new data 
by using descriptors and wait for interested nodes to make 
request. The actual data is then transmitted. In addition, 
SPIN adapts the protocol behavior on the basis of nodes’ 
remaining energy. 

 

C. Transport Layer 
 

The sensor networks’ data-centric nature combined with 
the strong resources’ limitation make the Transport Control 
Protocol (TCP) protocol not suitable for the sensor network 
domain. Indeed, sensor networks require a sort of different 
concept of reliability. In addition, different reliability levels 
and/or different congestion control approaches may be 
required depending on the nature of the data to be delivered. 
The transport layer functionalities must be therefore designed 
in a power-aware fashion, to achieve the requested service 
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level while minimizing the energy consumption at the same 
time. This implies using different policies for the forward 
path (from sensor nodes towards the sink) and the reverse 
path (from the sink towards sensor nodes).  

In the forward path an event-reliability principle needs to 
be applied. The transport protocol does not have to correctly 
deliver all data. Instead, it must guarantee the correct 
delivery of a number of samples sufficient for correctly 
observing (at the user side) the monitored event. This can be 
done by exploiting spatial and temporal correlations between 
sensed data. Typically, sensor networks operate under light 
loads, but suddenly become active in response to a detected 
event and this may lead to congestion. In [106] an event-
driven congestion control policy is designed to manage the 
congestion in the nodes-to-sink path by controlling the 
number of messages that notify a single event. 

Indeed, the transport protocol should guarantee that, when 
an event is detected, the user correctly receives enough 
information. With ESRT [107] the concept of event-driven 
transport protocol introduced in [106] is extended to 
guarantee reliable event detection with minimum energy 
expenditure. The main operating parameters used by ESRT 
are the reliability observed by the sink and the reporting 
frequency. An analysis of the relations between these 
parameters leads to the definition of different operating 
conditions, each characterized by distinctive levels of 
reliability and congestion. The sink periodically broadcasts 
control packets with updated reporting rate in order to set the 
network in the optimal operating conditions. 

The reverse path typically requires a very high reliability 
as data delivered towards the sensors contain critical 
information delivered by the sink to control the activities of 
sensor nodes (e.g., queries and commands or programming 
instructions). In this case more robust, and hence power-

greedy policies must be applied, as proposed with PSFQ 
[108]. PSFQ slowly injects packets from sink to nodes by 
means of a controlled broadcast. This approach avoids 
interfering with the traffic coming from the other direction. 
On the other hand, PSFQ performs a more aggressive hop-
by-hop packet recovery to overcome losses and out-of-order 
packets. 

 

D. Upper Layers 
 

Sensor nodes in the sensing region X are typically set up to 
achieve in a cooperative way a pre-defined objective (e.g., 
monitoring the temperature in region X). This is achieved by 
distributing tasks to be performed on the sensor nodes. 
Therefore a sensor network is similar to a distributed system 
on which, at the same time, multiple applications are 
running. Each application is composed by several tasks that 
run on different (sensor) nodes. Starting from this view of a 
sensor network, in [109] the authors propose middleware-
layer algorithms to manage, in a power-efficient way, a set of 
applications that may differ for the energy requirements and 
users’ rewards. Specifically, the authors propose an 
admission control policy that, when an application starts, 
decides (given its energy costs and users’ rewards) to 
accept/reject it to maximize the users’ rewards. A policing 
mechanism is adopted, at runtime, to control that 
applications conform to the resource usage they declared at 
the admission stage. 

The work in [109] is just an example of middleware-layer 
techniques for sensor networks. Due to space reasons we do 
not discuss the vast body of work in this area. The interested 
reader is referred to [110] for more details. 
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