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[. INTRODUCTION

A wireless sensor network consists of a large nunabe
sensor nodes deployed over a geographical area for
monitoring physical phenomena like temperature, idity
vibrations, seismic events, and so on. Each semste is a
tiny device that includes three basic componentserssing
subsystem for data acquisition from the physicalcsaunding
environment, a processing subsystem for local data
processing and storage, and a wireless communicatio
subsystem for data transmission to a central dalegoint
(sink node or base station). In addition, a poweurce
supplies the energy needed by the device to perfitbven

1lprogrammed task. This power source often consifta o

battery with a limited energy budget. In additidncould be
impossible or inconvenient to recharge the battbegause
nodes may be deployed in a hostile or unpractical
environment. On the other hand, the sensor netwbduld
have a lifetime long enough to fulfill the appliat
requirements. In many cases a lifetime in the oodeseveral
months, or even years, may be required. Thereftire,
crucial question is:ow to prolong the network lifetime to
such long time?

In some cases it is possible to scavenge energy fhe
external environment (e.g., by using solar cellspasver
source). However, external power supply sourcegnoft
exhibit a non-continuous behavior so that an enbrgier (a
battery) is needed as well. In any case, energg iery
critical resource and must be used very sparinghgrefore,
energy saving is a key issue in the design of systekased
on wireless sensor networks.

Experimental measurements have shown that data
transmission is very expensive in terms of energy
consumption, while data processing consumes sigmifiy
less [1]. The energy cost of transmitting a sinble of
information is approximately the same as that neefie
processing a thousand operations in a typical serte [2].
The energy consumption of the sensing subsysterandisp
on the specific sensor type. In many cases it gligible
with respect to the energy consumed by the proogssid,
above all, the communication subsystems. In othees, the
energy expenditure for data sensing may be comieatab
or even greater than, the energy needed for datartrission.



The lifetime of a sensor network can be extended byschemes for sensor networks with mobile elementda(d

jointly applying different techniques. Energy eifint
protocols are aimed at minimizing the energy corsion
during network activities. However, a large amouoft
energy is consumed by node components (CPU, ratto,
even if they are idle. Energy or power managemehn¢mes
are thus used for switching off node componentsdha not
temporarily needed. Finally, it's convenient to siger the
energy consumption problem on a system basis railtzer
on a component/protocol basis. For this purposeroas-

mules).

The rest of the chapter is organized as followstiSe Il
surveys the main techniques for harvesting energm fthe
external physical environment. Section Ill discgsdbe
general approaches to energy saving in sensor hedess
introduces the taxonomy of energy conservation reeise
Section IV analyzes the main topology control pcots.

Sections V and VI are devoted to power management

schemes that can be implemented either as gernetatcpls

layer approach can be exploited to reduce the gnerggp top of a MAC protocol (Section V), or within théAC

expenditure through the entire protocol stack.

protocol itself (Section VI). Section VII highlight the

Based on the above results several energy consmrvat benefits in terms of energy saving of taking a s#ayer
schemes have been proposed. They are mainly aimed approach in the design of systems based on seatoornks.

minimizing the energy consumption of the commuridsat
subsystem. With
approaches to energy conservatigmnetwork processing
and power saving throughduty cycling In-network
processing consists in reducing the number of méion to

be transmitted by means of compression or aggeyati

techniques. It typically exploits the temporal opagal

correlation among data acquired by sensor nodesth@n
other
sleep/wakeup schedules among nodes in the network.

In this chapter we will survey the main techniqused
for energy conservation in sensor networks. Spzdifi, we
focus primarily on duty cycling schemes which rejerms the
most suitable technique for energy saving. Howewerwill
also survey the main energy-efficient networkingtpcols
proposed for sensor networks (e.g.,
transport/congestion control protocols, and so
Furthermore, we show that cross-layering is a niushe
design of any system based on sensor networksh®ather

routing prdspco several

Energy harvesting, topology control, power manageraed

regard to this, there are two maincross-layering can be regarded as building blookdesign

energy-efficient networking protocols which arevayed in
Section VIII.

Il. HARVESTING ENERGY FROM THE
EXTERNAL ENVIRONMENT

hand, duty cycling schemes define coordinated

The
environment to feed electronic devices is not né&ar
example, electronic calculators powered by lightirees
have been sold since a long time ago. The newerigdl is
how to harvest enough energy to sustain the operaif
devices. Investigating this direction is very imamot, for
reasons. Firstly, energy harvested from

on).environment is pollution free. Secondly, being reable, it

potentially allows devices to run unattended fortually
unlimited time.

idea of scavenging energy from the external

hand, we will not consider in-network processinchtaques

! =01 Energy harvesting for sensor nodes (and more génera
as they are typically application-dependent.

for portable computers) is still in its early stagand is
gaining momentum in the research community [4], 5]
first research direction is collecting energy from
electromagnetic fields. The most popular and deeto
example is getting energy from light sources vikascells
Sink [6]. Unfortunately, current technology allows corsien
efficiency just between 10% and 30%, thus requiriag
large surfaces to produce reasonable amounts of\eifig].
Should conversion efficiency improve, in many ca#gs
technology could replace batteries [8].

It is also possible to harvest energy from Radiegaency

(RF) signals. Actually, this is the way passive @a§s work.
This approach can be extended to more complex egvis
well. For example, researchers are trying to feedser
nodes through the RF signal sent by a reader. Whie
physical principle is exactly the same as in RFstate

q Power required for feeding a sensor node is qugadr [9],

Sensor
Field Sensor

Remote
Controller

User Node

FIG. 1. Sensor network architecture.

In this chapter we will refer mainly to the sensetwork
model depicted in FIG. 1. and consisting of one rtare)
sink(s) and a high number of sensor nodes deployed a
large geographic areasgnsing field).Data are transferre ) i :
from sensor nodes to the sink through a multi-hopmakmg such a technique a challenging one.
communication paradigm [3]. Both the sink and teeser Thermal gradients are another possible source efggn
nodes are assumed to be static (static sensor m@two harvesting. The Carnot cycle is the physical pplecbehind
However, we will also briefly discuss energy cons¢éion  this approach. For example, the Seiko Thermic wegth

exploits the thermal gradient between the humary kaod



the environment [7]. Also in this case, the coniers
efficiency is the main problem, especially when thermal
gradient is small. This technique could be usedwearable
sensor nodes, but it is unsuitable for sensor md&svo
deployed in a sensing area.

Radioactivity has also been proposed as a sourerarfjy
for small devices [10]. The typical limited size dfie
radiating material avoids safety and health problefrhis
technology is particularly suitable for devices @tmg with
very limited power (i.e., tens giw) for very long time.
Indeed, the limit in time of such a system is goeer by the
half-life of the radiating material, which can bethe order
of hundreds of years [10].

3

one. ‘How to minimize the energy consumption of sensor
nodes while meeting application requiremefits?

To answer the above question it is important tovkimw

much power each node component dissipates duringaio
operating conditions, i.e., which are the powersigiation

characteristics of sensor noses [1].

FIG. 2 shows the architecture of a typical wirelsssisor
node. It consists of four main components: (isensing
subsystemincluding one or more sensors (with associated
analog-to-digital converters) for data acquisitiofi) a
processing subsystenncluding a micro-controller and
memory for local data processing; (iiyadio subsystenfor
wireless data communication; and (ivpawer supply unit

Mechanical movements can be exploited to scaveng®epending on the specific application, sensor nooksg also

energy as well. For example, vibrations in the erinent
can be converted through piezoelectric materiagése@rch in
this field is already quite developed, so that as hbeen
possible to feed an off-the-shelf Mica2Dot Mote i@gpieg at
a 1% duty cycle just by means of such a technidug. [
Human movements can be also used to collect en8eff.
winding wristwatches date back a long ago, as thaye
been diffused since 1930s. More recently (1997, dame
principle has been used to build windup radios ¢ouked
when battery availability is an issue [8]. Finaliiyhas also
been proposed to harvest energy by heel strikes wheple
walk. It has been proved that this approach cadymre an
average power in the order of 250-700 mW, thus
representing a very promising direction [7].

Even though in the very long term energy harvesting

technigues might represent the main power souncsefiosor
nodes, in the meanwhile the conversion processois n
efficient enough. Energy scavenging can thus bd just to

include additional components such adoaation finding
systemto determine their position, mobilizer to change
their location or configuration (e.g., antenna’sentation),
and so on. However, as the latter components aiena
and only occasionally used, we will not take themtoi
account in the following discussion.
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FIG. 2: Architecture of a typical wireless sensode.

power very simple devices (such as RFID), or as a Obviously, the power breakdown heavily dependsten t

complementary power source, e.g., to replenishteeyain
the background. In general, the main issue seernsonioe
the amount ofenergy that can be collected through
harvesting (which is virtually infinite), but themaunt of
power, which is quite limited [3]. Therefore, even when

using systems to scavenge energy from the external

environment, energetic resources at sensor nodes bau
used judiciously. Hence, energy harvesting and ggner
conservation are two key principles around whichsee

networks and systems should be designed. In thd nex

sections we will survey the main techniques to cedenergy
consumption in sensor networks, thus prolongingirthe
lifetime.

1. REDUCING ENERGY CONSUMPTION

A. General Approaches To Energy Saving

Energy is a critical resource in wireless sensdwoeks,
even when it is possible to harvest energy frometkternal
environment. Therefore, the key question to answien
designing a sensor network based system is thewfiy

specific node. In [1] it is shown that the poweaxdtteristics
of a Mote-class node are completely different fitbwrse of a
Stargate node. However, the following remarks gaher
hold [1].

« The radio subsystem is the component that accdants
the largest energy consumption. A comparison of
computation and communication costs has shown that
transmitting one bit over a distance of 100 m comss!
approximately the same energy as executing 3000
instructions [2]. Therefore, to reduce energy
consumption the number of communications should be
minimized, even at the cost of increasing data
processing.

Due to the small transmission distances, typicttiy
power consumed for receiving may be greater than th
power consumed for transmitting. Therefore, therad
real advantage in minimizing the number
transmissions. Instead, a power-efficient desigoukh
minimize the number of receptions.

The power consumed when the radiadke (i.e., it is
neither receiving nor transmitting data) is appnoaiely
the same as in transmit/receive mode. Therefoege tis
no real advantage in maintaining the radio in rdtede.

of
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» The power consumption of the sensor node depends otlepends on the specific application and must theréai to it.
the operational mode of the components. For exagmpleAn interesting recent example of such techniquarésented

putting the radio in the sleep mode reduces sicanitiy
the node power consumption. Therefore,

in [12]. In this paper, authors trade energy corstion for

nodedata quality: the higher the accuracy of the regmbdata, the

components, and specifically, the radio subsystemhigher the energy spent in the network. Such arrosoh

should be put in sleep mode whenever possible.

Based on the above general remarks, several apgm@m®ac

can be exploited, even simultaneously, to reduceepo
consumption in wireless sensor networks. The mibsttéve
way is putting the radio transceiver in the (lowygo) sleep
mode whenever communication is not required. Igedltle
radio should be switched off as soon as there imoe data
to send/receive, and should be resumed as soones data
packet becomes ready. This way nodes alternateekatw
active and sleep periods depending on networkigctivhis
behavior is usually referred to daty cycling andduty cycle
is defined as the fraction of time nodes are aaliwéng their
lifetime.

Obviously, from the power saving standpoint, theydu
cycle should be as low as possible. However, asoserodes
perform a cooperative task, they need to coordinagdr
sleep/wakeup times. sleep/wakeup scheduling algorittisn
required to this end. The sleep/wakeup scheduliggrithm
is typically a distributed algorithm based on whisénsor
nodes decide when to transition from active to pslesnd
back. It allows neighboring nodes to be activehat $ame
time, thus making packet exchange feasible evemwhbées
operate with a low duty cycle (i.e., they sleeprarst of the
time)

Duty cycling reduces significantly the energy cangtion
of sensor nodes as, ideally, it keeps nodes aotilye when
there is network activity. Actually, it is the mostfective
approach to energy conservation. However,
energy savings can be achieved through an enefigieat
design of applications and networking protocolse Hoal is
to develop applications and networking protocolst th
perform their specific task by minimizing networgtiaity.

At the application layer energy-efficiency can lohiaved
through in-network  processing (also called data

aggregation. In-network processing basically consists in

reducing the amount of data to be transmitted & gimk

leverages the evidence that often even rough data a
sufficient for the sink to gather enough informatioom the
environment.

Energy efficiency is also the key issue of any meking
protocol for wireless sensor networks. Due to eperg
limitations, networking protocols must be designéal
perform their specific task (e.g., routing) by mizing
energy consumption, possibly at the cost of deebas
performance (e.g., energy saving is often tradddwith
latency or throughput). In addition, networking fomls
must be aware of the sleep/wakeup algorithm used to
implement duty cycling. In many cases the sleepéugk
scheme is strictly tied with the networking protbaself.

For example, many MAC protocols for wireless sensor
networks include a sleep/wakeup scheme for low dytje
operations (see Section VI).

However, optimizing each single networking protoisobf
limited help. It may also happen that reducing émergy
consumption of a single protocol increases the gner
consumption of the overall node [3]. What is reathportant
is to minimize the energy consumption of the ensiemsor
node. To this end, a cross-layer design approaainush
more appealing as it allows to face the energy lprolirom
a system perspective.

In the next subsection we will introduce the taxoyoand

the classification of duty cycling schemes. There will
survey the main proposals falling in the differeategories

additiona(Section IV through Section VI). Finally, we wilhed some

light to cross-layer design (Section VII), and vdlirvey the
main networking protocols for wireless sensor nekso
tailored to reducing energy consumption.

B. Taxonomy of Duty Cycling Schemes

As shown in FIG. 3, duty cycling can be achievetigh

node, even shifting some processing from the siak t two different and complementary approaches. Froenside

intermediate nodes. For example, it is possiblaggregate
packets or compress data by exploiting the spatial/or
temporal correlation in the acquired data. Furtteenin

it is possible to exploit node redundancy, whiclyjsical in
sensor networks, and adaptively select only a minim
subset of nodes to remain active for maintaining

many cases the application just requires aggregatgonne.ctivity. Nod.efs that are not currently needed f
information instead of raw data read by sensor sofer ~ €nsuring connectivity can go to sleep and save ggner
example, the sink node may be interested in knowirey Flndmg_ Fhel optimal subset of nodes that guarantee
maximum (or minimum) temperature within the sensingCOnnectivity is referred to aepology g:ontrolThe_refore, the
area. In such a case. there is no need to colldct adasic idea behind topology control is to explog thetwork
temperature values at the sink node. The maximunfédundancy to increase the network longevity. Gndther
(minimum) value can be computed on the fly by imtediate ~ hand, active nodes (i.e., nodes selected by theldgp
nodes in a cooperative way. When an intermediatgeno control protocol) do not need to maintain their icad
receives data from its neighbors, it extracts amavéards ~ continuously on. They can switch off the radio.(igut it in
upstream only the maximum (minimum) value. Needtess the low-power sleep mode) when there is no network

say, the most appropriate in-network processingrtegie activity, thus alter_nating between sle_ep and Walqw;in_ds.
Throughout we will refer to duty cycling operated active



nodes aspower managemenfTherefore, topology control
and power management are complementary technidpags t
implement duty cycling with different granularity.

Topology Control

FIG. 3: Taxonomy of duty cycling schemes.

In the following two subsections we will providefiaer
classification of topology control and power managet
technique, respectively.

1. Topology Control

The concept of topology control is strictly assteiwith
that of network redundancy. Dense sensor netwgrksally
have some degree of redundancy. In many cases metwo
deployment is done at random, e.g., by droppingrgel
number of sensor nodes from an airplane. Thereforeay
be convenient to deploy a number of nodes gredtan t
necessary to cope with possible node failures ocour
during or after the deployment. In many contextis imuch
easier to deploy initially a greater number of rotlean re-
deploying additional nodes when needed. For theesam
reason, a redundant deployment may be convenieznh ev
when nodes are placed by hand [13].

If the number of nodes is redundant, it followstthat all
nodes are needed for normal activities required thoy
application(s). Therefore, a fraction of them may lept
inactive. Keeping redundant nodes inactive alsqpsheh
avoiding interferences between neighboring nodeactive
nodes will be switched on when necessary (for examp
when a node fails or runs out of energy). Topologntrol
protocols are thus aimed at dynamically adapting th
network topology, based on the application needsassto
allow network operations while minimizing the numbsf
active nodes (and, hence, prolonging the netwéekirie).

Before proceeding on it may be worthwhile to paodtt
that the term “topology control” has been used witlarger
scope than that defined above. Some authors incinde
topology control also techniques that are aimedsgter-
imposing a hierarchy on the network organizatiorg.(e
clustering techniques) to reduce energy consumption
addition, the terms “topology control” and “powewsntrol”
are often confused. However, power control refess t
techniques that adapt the transmission power lewel
optimize a single wireless transmission. Even & #bove
techniques are related with topology control, icaadance
with [14], we believe that they cannot be clasdifias
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topology control techniques. Therefore, in thedaliing we
will refer to topology control as a mean to redwaeergy
consumption by exploiting node redundancy.

Topology Control
Connectivity driven

FIG. 4: Classification of topology control protosol

There are two main issues that a topology contraiggol
must address:

(i) how many sensor nodes to activate?
(i) which nodes to turn on, and when?

As far as point (i), it is worthwhile to highlighhat, if
there are too few active nodes, the distance betwee
neighboring nodes is large and the energy requied
transmit a packet becomes relevant. In additiookgialoss
increases. On the other hand, if there are too naatye
nodes, not only they use unnecessary energy, byt riiay
also interfere with each other.

Several criterions can be used to decide which sidde
activate/deactivate, and when. From this regargpltgy
control protocols can be broadly classified in fokowing
two categories:

« Location driven The decision about which node to turn
on, and when, is based on the location of sensdeso
which is assumed to be known [15].

e Connectivity driven Sensor nodes are dynamically
activated/deactivated in such way to ensure network
connectivity [16], [17], or complete sensing cow®a
[18].

Topology control protocols can extend the network
longevity by a factor of 2-3 (depending on the rmtw
redundancy) with respect to a network with nodesgs on
[13], [19]. However, many sensor network applicasio
require a much longer network lifetime, e.g., 10®es
longer [19]. To further increase network longewvidpology
control must be combined with power management lwhic
introduces duty cycling even in active (i.e., nedundant)
nodes [20].

2. Power Management

Power management techniques can be subdividedvinto
broad categories depending on the layer of the avé&tw
architecture they are implemented at. As shownI@®. 5,
power management protocols can be implementedredthe
independent sleep/wakeup protocols running on tbm o
MAC protocol (typically at the network or applicadi layer),



or strictly integrated with the MAC protocol itselfhe latter
approach permits to optimize medium access funsti@ased
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drawback is that thlw-powerwakeup radio typically has a
communication range smaller than the data radids Eha

on the specific sleep/wakeup pattern used for powestrong limitation since two neighboring nodes maywithin

management. On the other hand, independent sleleguiwa
protocols permit a greater flexibility as they dam tailored
to the application needs, and can be used waith MAC
protocol.

Independent sleep/wakeup protocols can be clagsifie
three broad categories, depending on the genembagh
they take to decide when sensor nodes should behsa

each other’s data radio transmission range butmtbin the
wakeup radio range.

When a second (wakeup) radio is not available or
convenient, an alternative is usingseheduled rendezvous
approach [27], [28], [29], [30], [31];32], [33], [34], [35],
[36], [37], [38], [39]. The basic idea behind schid
rendezvous schemes is that each node should walktebp

on: on-demand, scheduled rendezvous, and asynalsonosame time as its neighbors. Typically, nodes wake u

protocols (see FIG. 5). It may be worthwhile toalehere
that sensor nodes must coordinate their wakeumgeerin

according to a wakeup schedule, and remain activeaf
short time interval to communicate with their ndigls.

order to make multi-hop communication feasible and,Then, they go to sleep until the next rendezvouse.ti

hopefully, efficient.

MAC Protocols
ith Low Duty Cycle
Contention-based
TDMA-based

Scheduled
Rendezvous

FIG. 5: Classification of power management techaegqu

Independent
Sleep/Wakeup
Protocols

On demand

On-demand protocols [21], [22], [20] take the most
intuitive approach to power management. The baea iis
that a node should wakeup only when another nodeswa
communicate with it. This maximizes energy savinge a
node remains active only for the minimum time regdifor
communication. In addition, there is only a veryited
impact on latency because the corresponding nodtesmap
immediately as soon as it realizes that there emading
message.

The main problem associated with on-demand schésnes
how to inform the sleeping node that some otherenixd
willing to communicate with it. Typically, such seimes use
two different radio channels. The first channeluiged for
normal packet exchangédta radig, while the second one
is used to awake a node when there is message feady
(wakeup radip. The data radio is normally off, and is
switched on only when a signal is received throthé
wakeup radio. Clearly, the wakeup radio should have
limited impact on the node’s consumption. Differesm-
demand schemes differ in the way they use the vwakadio.

In many cases the power consumption of the wakadijo fis
not very different from that of the data radio. Putycling
scheme is thus used on the wakeup radio as wéll [2@].
Other works assume that the wakeup radio is vexydower
and can thus be always on [23], [24], [25], [2G]he

Different schemes differ in the sleep/wakeup patter
followed by nodes (see Section V-B). A drawbacktiod
scheduled rendezvous schemes is that energy sasing
obtained at the expense of an increased latenogriexged
by messages to travel through several hops. Antiaddi
drawback is that nodes must be synchronized.

In the literature several clock synchronization tpcols
(e.g., [40], [41]) have been proposed to keep nodes
synchronized. However, maintaining a tight synciration
among nodes requires a high overhead in termsabfaarged
control messages. This, of course, results in @nerg
consumption. The basic assumption behind scheduled
rendezvous schemes is that the energy spent fquinge
nodes synchronized is largely compensated by tkeggn
saving achieved through power management.

To avoid node synchronization we can use an
asynchronousleep/wakeup protocol [42], [43], [44]. In the
asynchronous protocols a node can wakeup when ritswa
and still be able to communicate with their neigisbd his
goal can be achieved by designing a sleep/wakehense
such that any two neighboring nodes always havdaveed
active periods within a specified number of cycles.
Asynchronous schemes are generally easier to ingsiem
and can ensure network connectivity even in higlyigamic
scenarios where synchronous schemes (i.e., scliedule
rendezvous) become inadequate. This greater fleyibs
compensated by a lower energy efficiency. In the
asynchronous schemes nodes need to wakeup more
frequently than in scheduled rendezvous protocols.
Therefore, asynchronous protocols usually result ligher
duty cycle for network nodes than their synchronous
counterparts. In other words, they trade energysemption
for ease of implementation and robustness of ndtwor
connectivity.

As shown in FIG. 5, MAC protocols with low duty dgc
can be broadly subdivided into three main categorie
TDMA-based, contention-based, and hybrid protocols.

TDMA (Time Division Multiple Acceysschemes [45],
[46], [47] naturally enable a duty cycle on sensodes as
channel access is done on a slot-by-slot basise T$mslotted
and slots are arranged in frames. Within each frelots are
assigned to individual nodes and can be used for



transmitting/receiving packets to/from other nodBedes
need to turn on their radio only during their owats and
can sleep during slots assigned to other nodepritiple,
this allows to limit the energy consumption to thenimum
required for transmitting/receiving data. In praeti TDMA-
based protocols have several drawbacks that corafetise
benefits in terms of energy saving [48]. They lflekibility,
have limited scalability, and require tight synahmation
among network nodes. In addition, it is hard tadfia slot
assignment which avoids interferences between heitig
nodes because the interference range is larger than
transmission range and, above all, it is time-vagyj49].
Moreover, TDMA-based protocols perform worse than
contention-based protocols in low traffic condigoror all
the above reasons they are not frequently usethad-alone
protocols.

Contention-basegbrotocols [50], [51], [33], [43], [52] are
the most popular class of MAC protocols for wirslegnsor
networks. They achieve duty cycling by tightly igtating
channel access functionalities with a sleep/wakscheme
similar to those described above. The only diffeeers that
in this case the sleep/wakeup algorithm is not etogol
independent of the MAC protocol, but is tightly pbed with
it.

Finally, hybrid protocols [53], [48] try to combine the

(Global Positioning System) or some other locagatem.
The sensing area where nodes are distributed idedivinto
smallvirtual grids. Each virtual grid is defined such that, for
any two adjacent grids A and B, all nodes in A abde to
communicate with nodes in B, and vice-versa (sepirEi
FIG. 6). All nodes within the same virtual grid aguivalent
for routing, and just one node at time need to béve.
Therefore, nodes have to coordinate each otheretide
who can sleep and how long.

A

@

B

®)

!
|t
|
v
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\2)
_.}

4 ...........................
FIG. 6. Virtual grids in GAF.

In GAF nodes can be in one of the following states:
sleeping discovery andactive (see FIG. 7). Initially a node
starts in the discovery state where it exchangssosery

strengths of TDMA-based and contention-based MACmessages with other nodes. Specifically, as sooa @ede

protocols while offsetting their weaknesses. Thauiiion
behind hybrid protocols is to adapt the protocdidwor to
the level of contention in the network. They behage a
contention-based protocol when the level of conbenis
low, and switch to a TDMA scheme when the level of
contention is high.

IV. TOPOLOGY CONTROL PROTOCOLS

Wireless sensor networks typically have some degfee
node redundancy due to several reasahsiddes are often
deployed at random;iif a number of nodes greater than
necessary is usually deployed to cope with possilnide
failures during or after the deploymenij)(it is often easier
to initially deploy a greater number of nodes tham
deploying additional nodes when needed. Topologytrobd
protocols are aimed at exploiting such redundaagy®long
the network lifetime by activating only a minimumbset of
nodes that ensure network connectivity. A detadlen/ey on
topology control in wireless ad hoc and sensor ostw is
available in [14]. In this section we only revielet main
proposals for topology control in wireless sensetworks.
According to the taxonomy introduced in Section-Bll
topology control protocols can be distinguishedocation-
driven and connectivity-driven protocols.

GAF [15] (Geographical Adaptive Fidelity) is a |dice-
driven protocol that reduces energy consumption levhi
keeping a constant level of routing fidelity. Itlies upon
node location information that can be provided bGRS

enters the discovery state, it sets a tifie'When the timer
fires, the node broadcasts its discovery messadeeaters
the active state. In the active state, the nodelget timeiT,

to define how long it can stay active. While activie

periodically re-broadcasts its discovery messagetatvals
Tq- A node in the discovery or active state can chaig
state to sleeping when it detects that some oteivalent
node will handle routing. Nodes in the sleepingesteake up
after a sleeping tim&;, and go back to the discovery state.

S

after T
discovery msg
from high rank

node

~
X >
&€

FIG. 7: State transitions in GAF.

In GAF load balancing is achieved through a pedag+
election of the leader (i.e., the node that withegn active to
manage routing). The leader election is done bynsied a
rank-based election algorithm. The node with thghést
rank becomes the node that will (temporarily) manag
routing in the virtual grid. Node ranks are assdjiire such
way to maximize the network lifetime and are defesd by
several rules. First, a node in the active state ddigher
rank than a node in the discovery state. This aldw



quickly reach a condition where there is a singléva node

in each virtual grid. Second, for nodes that ar¢him same
state, the node with the higher expected lifetinas the

higher rank (possible ties are broken by consigennde

identifiers). To make energy consumption as unifoas

possible, GAF uses the following strategy. Afternade

remains in the active state for a peridt changes its state
to discovery to allow other nodes to become actgenodes

in active state consume more energy than otheis,very

likely that a node that was recently active haseapected

lifetime lower than its neighbors in the virtual lice
Therefore, when it enters the discovery state andea

election procedure starts, it has less chancesteldcted

again.

GAF is independent from the routing protocol. Indae
used with any existing routing protocol, and perferat least
as well as normal routing protocols in terms ofkeddoss
and message latency. On the other hand, it istaldenserve
energy by exploiting node redundancy, thus allowthg
network lifetime to increase in proportion to nodensity
[15]. All nodes within a virtual grid are interchgemable from
a routing perspective. This may result in an untilération
of radio coverage areas as nodes are forced to tessethan
half the distance allowed by the radio range. Iditawh,
GAF requires to know the exact location of eachenidthe

network, which might be expensive to achieve. This

drawback is overcome bgonnectivity-drivenprotocols. In
such protocols nodes are able to discover and react
changes in the network topology, and decide whether
sleep or join
information.

Span [17] is a connectivity-driven protocol thaaptively
elects “coordinators” of all nodes in the network.
Coordinators stay awake continuously and perfornitimu
hop routing, while the other nodes stay in sleepinugle and
periodically check if there is a need to wake u@ bacome a
coordinator. The protocol achieves the followingrfgoals.
First, it ensures that there is always a sufficieatmber of
coordinators so that every node is in the transonisenge
of at least one coordinator. Second, to spread ggner
consumption as uniformly as possible among netwardes
Span rotates the coordinators. Third, it tries toimize the
number of coordinators (to increase the networétilifie)
while avoiding a performance degradation in ternfs o
network capacity and message latency. Fourth, ectel
coordinators in a decentralized way by using ordgal
information.

To guarantee a sufficient number of coordinatorarSp
uses the followingcoordinator eligibility rule if two
neighbors of a non-coordinator node cannot reach ether,
either directly or via one or more coordinatorsattimode
should become a coordinator. However, it may haghah
several nodes discover the lack of a coordinatdhetsame
time and, thus, they all decide to become a coatdin To
avoid such cases nodes that decide to become dicatmr
defer their announcement by a randbackoff delay If at

the backbone based on connectivity
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the end of the backoff delay, the node has notrgetived
any announcement from other potential coordinatoisend
its announcement and becomes a coordinator. Otbenii
re-evaluates its eligibility based on announcenmessages
received, and makes its announcement if and onlghef
eligibility rule is still satisfied.

A key point in the above coordinator election altjon is
how to select the random backoff delay. Each nogks a
function that generates random time by taking etoount
both the number of neighbors that can be connebjed
potential coordinator node, and its residual energke
fundamental ideas are thaj flodes with a higher expected
lifetime should be more likely to volunteer to bew a
coordinator; andi{) coordinators should be selected in such
a way to minimize their number. The node expedfetirhe
can be measured by the ratQE,, whereE, denotes the
amount of residual energy, whilg, gives the maximum
amount of available energye(E,, is thus the fraction of
energy still available at the node). As far as pgin above,
the utility of a node to become a coordinator is defined as
follows. LetN; be the number of neighbors of nadeand let
C; the number of additional pairs of nodes among ehes
neighbors that would be connected decided to become a

N.
coordinator. Clearly,0< C, S[ 2'], and the utility of

N;

2

value become coordinators, a lower number of coatdirs
is required in total to guarantee that each nodé ishe
transmission range of at least one coordinator.réfbee,
nodes with a higher utility value should voluntemore
quickly than those with smaller values. Based anadhove

remarks the following heuristic is used in [15]derive the
random backoff interval

nodei can be defined a . If nodes with a large utility

(1)

backoff _delay= (1— :f j+ 1- Ei +R|IN, T
2

whereR is a random value uniformly distributed in [0,1],
andT is round trip delay experienced by a small packetr
the wireless link.

Each coordinator periodically checks if it can stming a
coordinator. A node should withdraw as a coordinato
every pair of its neighbors can communicate diyectr
through some other coordinators. To avoid loss
connectivity in the time interval between the withdal
message by a coordinator and the subsequent aremoant
by a new coordinator, the old coordinator contintiss
service for a short time after announcing its witvaal. This
allows the routing protocol to rely upon the olcbmtinator
until the new one is available.

of
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The Span election algorithm requires to know nedghb monitors the network conditions. When the timerieegthe
and connectivity information to decide whether adeo node passes to the active state. However, the tnadsits to
should become a coordinator or not. Such informatice  the passive state if one of the following two egern
provided by the routing protocol. Therefore, SPAdpends  detected before the timer expiration:

on the routing protocol and requires modificatian the 0) the number of active neighbors is above the
routing lookup process. Neighbor ThresholdNT);

ASCENT [16] (Adaptive = Self-Configuring sEnsor ;) the Data Loss Rate(Loss) is higher than that
Networks Topologies) is another connectivity-driven before entering the test state.

rotocol that, unlike Span, does not depend onrolin . . . .
Srotocol and does not Fr)equire to modify l;)he routstate. ?n Due to (i), the number of active neighboring nodasnot
ASCENT a node decides whether to join the netwark o be larger than NT. ) ) .
continue to sleep based on information about cdivisc When a node enters the passive state it sets inpeaT,.
and packet loss that ameeasuredocally by the node itself. ~ WhenT, expires the node enters the sleep state. Howiver,

The basic idea of ASCENT is that initially only sem one of the following events occurs before the eatjon of T,

. : L2 the node transits to the test state:
nodes areactive while all other ones arpassive i.e., they

listen to packets but do not transmit. If the numioé 0] the number of active neighbors [selow the
intermediate nodes is not large enough, the sirdenoay Neighbor ThresholdNT) and theData Loss Rate
experience a large message loss from sources.ifkhé¢hen (Loss) is greater than a predefinedLoss
starts sendingelp messages to solicit neighboring nodes that Threshold(LT)

are in the passive statgassive neighbojsto join the (i) the Loss RatgLoss) islower thanLoss Threshold
network by changing their state from passive tovadactive and the nodes receive halpmessage.

neighborg. As soon as a node joins the network it sigrads t | the passive state nodes have their radio orlisiesh to
presence of a new active node by sendingieighbor 5 packets transmitted by their active neighbdtewever,
announcement messag&his process continues until the they do not cooperate in forwarding data packets or
number of active nodes is such that the message l0gychanging routing control information. In other ras, in

experienced by the sink is below a pre-defined ieppbn-  {he passive state nodes collect information atiminetwork
dependent threshold. The process will re-start wb@me  gtatus without interfering with other nodes.

future network event (e.g. a node failure) or angjgain the
environmental conditions causes an increase imtbssage
loss.

A node entering the sleep state sets up a tilpand goes
to sleep. Wheril expires the node changes its state into
passive. Finally, nodes in the active state forwdath and
routing control messages until they run out of gpetn the
after T, meanwhile, if theData Loss Raténcreases beyond thess
Thresholdthe active node senti®lpmessages

As mentioned above, ASCENT is independent of the
routing protocol. In addition, it limits the packdbss due to
neighbors > NT collisions because the nodes density is regulatgdhie
(high id for ties) Neighbor Thresholdvalue. Finally, the protocol has good
or loss > loss T, scalability properties. On the other side, enerayireg does
not increase proportionally with the node densiégduse it
depends on passive-sleep cycle and not on the nuofbe
active nodes.

neighbors < NT and
loss > LT or
loss < LT and help

after T,

" . V. GENERAL SLEEP/WAKEUP PROTOCOLS
FIG. 8. State transitions in ASCENT.

In this section we will survey the main sleep/wagkeu
schemes implemented as independent protocols oof tiye
MAC protocol. According to the classification inthaced in
Section IlI-B, we will discuss on-demand, scheduled
rendezvous, and asynchronous schemes, in separate
subsections below.

The ASCENT protocol is slightly more complex thaAFRs
and Span. The state transition diagram is showRI@ 8.
Nodes may be in one of the following statsieeep, passive,
test, and activeInitially nodes are in the test state. The
rationale behind the test state is to check whether
addition of a new active node may help in improving
network connectivity, while in the test state nod&shange
data and routing control messages. In additiorsoas as a
node enters the test state, it sets a tiestarts sending
active neighbor announcements and, at the same, time



A. On-demand Schemes

On-demand schemes are based on the idea that a nogeng

should be awaken just when it has to receive agidom a
neighboring node. This minimizes the energy congionp
and, thus, makes on-demand schemes particulartgbdeii
for sensor network applications with a very lowydaycle
(e.g., fire detection, surveillance of machine uek and,
more generally, all event-driven scenarios). Inhssienarios
sensor nodes are in theonitoring statg(i.e., they only sense
the environment) for most of the time. As soonmgweent is
detected, nodes transit to theansfer state On-demand
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increases the network lifetime of a factor 100 [F4dwever,
STEM trades energy saving for path setup latenc\s TEM

the inter-beacon period is such that there is endirge to

the wakeup beacon and receive the related
acknowledgement. Lelyakeup @nd Tyack denote the time
required to transmit a wakeup beacon and the cklate
acknowledgement, respectively. Since nodes are not
synchronized, the receiver must listen on the wakeuio

for a timeTacive at least equal t0Takeust Twack tO €Nsure the
correct reception of the beacon, i.8acive > 2Twakeupt Twack
(see also Section V-C). Clearly. depends on the bit rate

of network nodes. In low bit-rate networks the tibetween
successive active periods)(must be very large to allow a

sleep/wakeup schemes are aimed at reducing energyw duty cycle on the wakeup channel. This results large

consumption in the monitoring state while ensu@nigmited
latency for transitioning in the transfer state.

The implementation of such schemes typically rezgiir
two different channels: a data channel for normatad
communication, and a wakeup channel for awakingesod
when needed. Although it would be possible to usingle
radio with two different channels, all the propasetly on
two different radios. This allows not to defer the
transmission of signal on the wakeup channel ifagkpt
transmission is in progress on the other chanrals t
reducing the wakeup latency. The drawback is tititiadal
cost for the second radio. However, this additiotadt is
limited as the radio system typically accounts #gosmall
percent of the entire cost of a sensor node (fes 15% for
a MICA mote [22]).

STEM (Sparse Topology and Energy Managefdap]
uses two different radios for wakeup signals ana gacket
transmissions, respectively. The wakeup radio isantow
power radio (to avoid problems associated with edéht
transmission ranges). Therefore, an asynchronotysayule
scheme is used on the wakeup radio as well. Eacle no
periodically turns on its wakeup radio fQhee every T
duration. When a source nodgitjator) has to communicate
with a neighboring nodetdrged), it sends a stream of
periodic beacons on the wakeup channel. As soothas

wakeup latency, especially in multi-hop networksthwa
large hop-count.

To achieve a tradeoff between energy saving andccuwak
latency, [20] proposes ®ipelined Tone WakeufPTW)
scheme. Like STEM, PTW relies on two different ainzls
for transmitting wakeup signals and packet data, ases a
wakeup tone to awake neighboring nodes. Hence hadg
in the neighborhood of the source node will be samid.
Unlike STEM, in PTW the burden for tone detectia i
shifted from the receiver to the sender. This mehas the
duration of the wakeup tone is long enough to kiealed by
the receiver that turns on its wakeup radio pecaidj. The
rationale behind this solution is that the senddy sends a
wakeup tone when an event is detected, while recgiv
wakeup periodically. In addition, the wakeup pragedis
pipelined with the packet transmission so as taicedthe
wakeup latency and, hence, the overall messageclatdhe
idea is illustrated in FIG. 10 with reference tee thtring
topology network depicted in FIG. 9

FIG. 9: String topology network.

target node receives a beacon it sends back a wakeu

acknowledgement, and turns on its data radio. dbléision
occurs on the wakeup channel, any node that sethses
collision activates its data radio up (no wakeup
acknowledgement is sent in case of collision). Wakeup
beacon transmission is repeated up to a maximune tim
unless a wakeup acknowledgement is received froen th
target node.

In addition to the above beacon-based approaaddrreef to
as STEM-B, in [54] the authors propose a variagfiefred to
as STEM-T) that uses a wakeup tone instead of aobpea
The main difference is that in STEM-T all nodestire
neighborhood of the initiator are awakened.

Both STEM-B and STEM-T can be used in combination
with topology control protocols. For example, irpictical

Wakeup Channel

A wakes up
its neighbors

B wakes up
its neighbors

C wakes up
its neighbors

A notifies B C notifies B

t, t

B sends a L
packet to C

t

A sends a
packet to B

Data Channel

t

0 5

3 4

FIG. 10: Pipelined wakeup procedure in PTW.

Let's suppose that node A has to transmit a message

case the combination of GAF and STEM can reduce théode D through nodes B and C. At timgA starts the

energy consumption to about 1% of that of a senstwork
with neither topology control nor power managemd8iitis

procedure by sending a tone on the wakeup chariig.



tone awakens all A’s neighbors. At time A sends a
notification packet to B on the data channel toinf that the
next data packet will be destined to B. Upon reogivthe
notification messages all A's neighbors but B letirat the
following message is not intended for them. Thaesfthey
turn off their data radio. Instead, B realizes te the
destination of next data message, and replies avithakeup

acknowledgment on the data channel. Then, A starts

transmitting the data packet on the data chanrtehésame
time, B starts sending a tone on the wakeup chaorelake

all its neighbors. As shown in FIG. 10, the packet
transmission from A to B on the data channel, deB’s
tone transmission on the wakeup channel are done i
parallel. As in STEM, the data transmission is tetpd by
the underlying MAC protocol. In [20] it is shown by
simulation that, if the time spent by a sensor oekwn the
monitoring state is greater than several minute§WP
outperforms STEM significantly, both in terms ofeegy
saving and message latency, especially when theatatof
sensor nodes is low.

11

listening, while the radio-triggered circuit is pered by the
wakeup message.

ON/OFF

Radio

—_—

Wakeup Message

CPU

Antenna

interrupt

Radio-triggered circuit k

FIG. 11: Radio triggered power management.

n

The main drawback of the radio-triggered approacthé
limitation on the maximum distance from which thekeup
message can be sent. When using the basic radgeted
circuit illustrated above the maximum distance im3This
distance may be increased up to 30 m at the coatrbre
complex (and expensive) radio-triggered circuit and
increased wakeup latency .

Both STEM and PTW assume that the power consumption

of the wakeup radio is not very different from tbéthe data
radio. Therefore, they use an asynchronous sle&plypa
scheme for enabling a duty cycle on the wakeuporadi
well. A different approach is using a low-power iatbr the
wakeup channel. The low-power radio is continuously
stand-by, and whenever receives a signal it wageabeidata
radio [23], [24], [25], [26]. The wakeup latency thus
minimized. The main drawback of this approach &t tine
transmission range of the wakeup radio is sigmifiga
smaller than that of the data radio. This may linfie
applicability of such a technique as a node maybeadble to
wakeup a neighboring node even if it is within data
transmission range. For example, in [26] the lowgoradio
operates at 915 MHz (ISM band) and has a transomissi
range of approximately 332 ft in free space, wklie IEEE
802.11 card operate at 2.4 GHz with a transmissioge up
to 1750 ft. However, the consistency between the tw
channels may be ensured by using static or dynamieer
control.

A side effect of using a second radio for the wakeu
channel is the additional power consumption whicy mot
be negligible even when using a low-power radio. To
overcome problems associated with the extra-energ
consumed by the wakeup radio [21] proposefRadio-
Triggered Power Managemestheme. The basic idea is to
use the energy contained in wakeup messages $8.6M-B
beacon) or signals (e.g., STEM-T and PTW toned)igger
system transitions inside the sensor node. The-adgered
scheme, in its simplest form, is illustrated in FIGL. A
special hardware component, a radio-triggered itjrds
used to capture the energy contained in the wakeegsage
(or signal), and use such energy to trigger anrrimpé for
waking up the node. The radio-triggered approach i
significantly different than using a stand-by ratidisten to

possible wakeup messages from neighboring nodes. Tq
stand-by radio consumes energy from the node while

B. Scheduled Rendezvous Schemes

Scheduled rendezvous schemes require that all Inetigyig
nodes wake up at the same time. Typically, hoddssvgp
periodically to check for potential communicatiofhen,
they return to sleep until the next rendezvous tiffike
major advantage of such schemes is that when a isode
awake it is guaranteed that all its neighbors avaka as
well. This allows sending broadcast messages to all
neighbors [55]. On the flip side scheduled rendezgvo
schemes require nodes be synchronized in ordeakeuwp at
the same time. Clock synchronization in wirelesasee
networks is a relevant research topic. However,
discussion on clock synchronization is beyond ttape of
the present chapter. Therefore, in the following w8
assume that nodes are synchronized by means of some
unspecified synchronization protocol.

Different scheduled rendezvous protocols diffethia way
network nodes sleep and wakeup during their lifetiffihe
simplest way is using Bully Synchronized Patterf81]. In
this case all nodes in the network wakeup at timeestime

the

%ccording to a periodic pattern. More precisely, raldes

wakeup periodically every duration, and remain active for

a fixed timeT,we Then, they return to sleep until the next
wakeup point. Due to its simplicity this sleep/wage
scheme is used in several practical implementations
including TinyDB [34] and TASK28]. A fully synchronized
wakeup pattern is also used in MAC protocols sustBa
MAC [52] and T-MAC [50] (see Section VI). Even ihgple,

this scheme allows a low duty cycle provided tihet active
time (Tacive) iS Significantly smaller than the wakeup period

ST. A further improvement can be achieved by allowiogles

to switch off their radio when no activity is deted for at

east a timeout value [50]. In addition, due to lgmge size of



the active and sleeping part, it does not requéng yprecise
time synchronization [56]. The main drawback istthd
nodes become active at the same time after a leep s
period. Therefore, nodes try to transmit simultarstyp thus
causing a large number of collisions. In additittve scheme
is not very flexible since the size of wakeup ardive
periods is fixed and does not adapt to variationéhe traffic
pattern and/or network topology.

The fully synchronized scheme applies equally well
both flat and structured sensor networks. To thid ie may
be worthwhile recalling that many
superimpose a tree or cluster-tree organizatigheaametwork
by building a data gathering tree (or routing tregically
rooted at the sink node. Some sleep/wakeup schéakes
advantage of the internal network organization @ing
active times of different nodes according to thmsition in
the data gathering tree. The latter could change tme due
to node failures, topology changes (node that joimgaves),
etc. In addition, it could be recomputed periodicaly the
routing protocol to achieve load balancing amongleso
However, under the assumption that nodes are statien
be assumed that the data gathering tree remaibke dta a
reasonable amount of time [33].

In the Staggered Wakeup Patteshown in FIG. 12, nodes
located at different levels of the data gatherimg twakeup
at different times. Obviously, the active parts mddes
belonging to adjacent levels must be partially tapging to
allow nodes to communicate with their children.dHiy, the
active parts of different levels are arranged iohsway that
the portion of active period a node uses to recpekets
from its children is adjacent to the portion it sige send
packet to its parent (FIG. 12). This minimizes #wergy
dissipation to transitioning from sleep to activeda.

[l Active Period
[] Sleeping Period

% Wakeup Period (T) 4%

OO0

FIG. 12: Staggered sleep/wakeup pattern.

The staggered wakeup pattern shown in FIG. 12de al

called backward staggered pattern [31] as it optmipacket
latency in the backward direction i.e., from leafias to the
root (which is typically the sink node). It is alpossible to
arrange nodes’ active periods in such way to opgnthe
forward packet latency (i.e., from the root to les\ The
resulting scheme, called forward staggered patfgth is

however not very used in practice, because inmeadorks

most of data flows from sensor nodes to the sink. A

routing protocols
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combination of the backward and forward staggeraitem
is also possible (see below).

The (backward) staggered scheme was first propiost
framework of TinyDB [34] and TAG [35]. Due to itdce
properties this scheme has been then considered
analyzed in several other papers ([29], [33], [326] among
others) even if with different nameé. staggered wakeup
pattern is also used in D-MAC [33] (see Section VI)

and

With respect to the fully synchronized scheme the

staggered scheme has several advantages. Fics, rsinles
at different levels of the data gathering tree wgkeat
different times, at a given time only a (small) sebof nodes
in the network will be active. Thus, the numbercoflisions
is potentially lower as there are less nodes thatend for

channel access (assuming that a contention-based MA

protocol is used). For the same reason the acteviog of
each node can be significantly shortened with retsfgethe
fully synchronized scheme, thus resulting in enesgying.
This scheme is also suitable to data aggregati@meri®
nodes receive data from all their children beftweytforward
such data to their own parent at the higher lebiis allows
parent nodes to filter data received from children,to
aggregate them with their own data.

The staggered scheme has some drawbacks in common

with the fully synchronized scheme. First, sincedem
located at the same level in the data gatherirgwiakeup at
the same time, collisions can potentially still @ccIn
addition, this scheme has limited flexibility due the fixed
duration of the activeT{ve) and wakeupT) periods. The
active period is often the same for all nodes m rietwork.
For example, in [35]Tve iS Set to the duration of the

wakeup period divided by the maximum number of hops in

the data gathering tree, while in [39] it is basadthe delay
to traverse a single hop.

Ideally, the active period should be as low as ibpbssnot
only for energy saving but also for minimizing tteency
experienced by packets to reach the root nodeRKeel?).
In addition, since nodes located at different Is\adlthe data
gathering tree manage different amounts of datéiveac
periods should be sized based on individual basisally,
even assuming static nodes, topology changes amations
in the traffic patterns are still possible. Theiaztperiod of
nodes should thus adapt dynamically to such vanati

An adaptive and low latency staggered scheme isqsed
in [27] (a somewhat similar approach is also takefB3]).
By setting the length of the active period to thimum
value consistently with the current network actiyithis
adaptive scheme not only minimizes the energy aopson
but also provides a lower average packet latently n@spect
to a fixed staggered scheme. In addition, by algwi
different length of the active period for nodesdogjing to
the same level but associated with different pateihtalso
reduces the number of collisions [27].

Another adaptive scheme is tRkexible Power Scheduling
(FPS) proposed in [30]. FPS takes a slotted approiae.
time is assumed to be divided in slots of duraflgnSlots



are arranged to form periodic cycles, where eaatiecis
made up ofm slots and has a duration Bfm T,. Each node
maintains a power schedule of what operations lifopas
during a cycle. Obviously, a node must keep its oadio on
only when it is has to receive/transmit from/to estimodes.
Slotted schemes typically suffer
problems: they are not flexible and
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802.11 Power Saving Mode (PSM) [59] has been coadei
for single-hop ad hoc network and thus it is ndtadle to
multi-hop ad hoc networks where nodes may also bkeilm
In [58] the authors propose three different asyowhus
sleep/wakeup schemes that require some modificatmthe

from two common basic PSM.
require a stric

More recently, Zheng et al. [44] took a systematic

flexibility FPS includes a on-demand reservatiorchamism
that allows nodes to reserve slots in advance. gksaf
synchronization, slots are relatively large so thay coarse-
grain synchronization is required.

Several other sleep/wakeup scheme that still Ieeethe
tree network organization have been considerechaatyzed
[32], [57]. TheShifted Even and Odd Patteisiderived from
the Fully Synchronized Pattern by shifting the wgkéimes
of nodes in even levels By2 (T being the wakeup period).

This minimizes theoverall average packet latency i.e., the

average latency considering both the forward arekward
directions, and also increases the network lifetiffi@ally,
the Two-Staggered Patterand Crossed Staggered Pattern
[31] are obtained as combinations of the of the kdecd
Wakeup Pattern and Forward Wakeup Pattern.

In [31] the authors also propose a multi-parentesuh
which can be combined with any of the above sleakéup
patterns. The multi-parent scheme assigns muliyalents
(with potentially different wakeup pattern) to eacbde in
the network. This results in significant performanc
improvements in comparison with single-parent sat®em

C. Asynchronous Schemes

hoc networks. Their scheme applies to wireless @ens
networks as well. They formulate the problem of eyating
wakeup schedules that rely upon asynchronous wakeup
mechanisms as a block design problem and derivedtieal
bounds under different communication models. Basethe
optimal results obtained from the block design feotl) they
design anAsynchronous Wakeup Protoc@WP) that can
detect neighboring nodes in a finite time withoeguiring
slot alignment. The proposed asynchronous protiscalso
resilient to packet collisions and variations ire thetwork
topology. The basic idea is that each node is #ssaocwith

a Wakeup Schedule Function (WSP) that is used riergée

a wakeup schedule. For two neighboring nodes to
communicate their wakeup schedules have to overlap,
regardless of the difference in their clocks. Theai is
illustrated in FIG. 13 by means of an example of
asynchronous wakeup schedule for a set of 7 nergitho
nodes. This example is based on a symmetric (7d&4ipn

of the wakeup schedule function. Symmetric meaas &
nodes have the same duty cycle, while (7,3,1)-desig
indicates that: if each schedule repeats every 7 slai3; (
each schedule has 3 active slots out of 7 (blus)sland iji)

any two schedules overlap for at most 1 slot. Aewshin
FIG. 13, by following its own schedule (i.e., byring on

the radio only during its active slots) each nalguaranteed

Asynchronous schemes avoid the tight synchronizatio 10 communicate with any other neighboring node.
among network nodes required by scheduled rendszvou The above scheme ensures that each node will leetabl

schemes. They allow each node to wakeup indepdgdent

the others by guaranteeing that neighbors alwayge ha

overlapped active periods within a specified numioér
cycles.

124
235
346
547
561
672
713
slot 1 2 3 4 5 6 7

FIG. 13: An example of asynchronous schedule based
symmetric (7,3,1)-design of the wakeup scheduletfan.

Asynchronous wakeup was first introduced in [58thwi
reference to IEEE 802.11 ad hoc networks. The biadid

contact any of its neighbors in a finite amount timfie.
However the packet latency introduced may be heavy
especially in multi-hop networks. In addition, itewer
happens that all neighbors are simultaneously ectiv
Therefore, it is not possible to broadcast a messagall
neighbors [55].

Random Asynchronous WakeRAW) [42] takes a
different approach as it leverages the fact thatsse
networks are typically characterized by a high nddssity.
This allows the existence of several paths betvaesnurce
and a destination and, thus, a packet can be fdegatio any
of such available paths. Actually, the RAW protocohsists
of a routing protocol combined with a random wakeup
scheme. The routing protocol is a variant of geplia
routing. While in geographic routing a packet iststo a
neighbor that is closest to the destination, in R&\& packet
is sent to any of the active neighbors in therwarding
Candidate Seti.e., the set of active neighbors that meet a
pre-specified criterion. The basic idea of the mndvakeup
scheme is that each node wakes up randomly oneeeiry
time interval of fixed durationT, remains active for a
predefined timeT, (T, < T), and then sleeps again. Once
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awake, a node looks for active neighbors by running Tget Ton, Where, Ty, is the time for transmitting a discovery
neighbor discovery procedure. If there ar@eighbors in the message andig. is the time between the end of a discovery
forwarding set of nod& to which a packet destined to node message and the start of the next one.

D can be transmitted, then the probability thaeast one of

such nodes is awake, when S is awake, is given by s ’—‘
m
le—(l—zgaj ) T
T TtXZTI‘X
If the sensor network is dense, the numbem) (f
neighbors in thé-orwarding Candidate Ses large and, by R I I I I

(2), the probabilityP to find an active neighbor to which ‘% T, ﬂ
forward the packet is large as well.

The random wakeup scheme is extremely simple diabre
only on local decisions. This makes it well-suitéor
networks with frequent topology changes. On theo#ide,
it is not suitable for sparse networks. When a nedkes up
in RAW it is not sure to find another active neighbeven if The second variant is illustrated in FIG. 15 anffeds
it is very likely thanks to the network density. éfbfore,  from the previous one in that the sender transmitsngle
RAW does not guarantee the packet forwarding withie ~ long discovery message instead of a stream of gierio
time frame ), while AWP does. discovery messages. In this case the receiveniigjetime
. can be very short provided that the duration ofdiseovery

An alternative approach to ensure that an asyno® N nessage ) is, at least, equal to the listening peridg
node — typically a sender — finds its communication s yariant is used for enabling duty cycling b takeup
counterpart (i.e., the receiver) active when it askip, is channel in PTW. A similar scheme is also used iM&C
forcing the receiver to listen periodically. Theeerer wakes [43] (see Section VI-B). In addition, both variartee very
up perjodically and listens for a sho_rt time tocdiger any suitable for sensor networks whére mobile nodega(da
p°t_ef‘“a' asynchronous_ sender. If it does .not de&m’ mules) are used to collect dge0], [61]. Since the mule
activity on the channel it returns to sleep, ottisewemains arrival time is usually unpredictable, static nodsggically

active to send/receive packets. Even if the recemeed to | oo o asynchronous scheme, like the ones shoRIGInL4

periodically wakeup this scheme falls in the catggof nd FIG. 15, for mule discovery. This allows theely
asynchronous schemes because nodes do not need to iscovery of the nearby mule without keeping theiga

synchronized. continuously on [60].

FIG. 15: Discovery of an asynchronous sender throug
periodic listening. The sender transmits a singie|
discovery message.

Two different variants are possible to discover
asynchronous senders by periodic listening. We ladready VI. MAC PROTOCOLSWITH LOW DUTY
introduced these two variants with reference to BTEEand ) CYCLE
PTW, respectively. However, their usage is moreegan
This is why we re-discuss them in this context.
Several MAC protocols for wireless sensor netwdrige
been proposed in the literature. Most of them inm@at a
S ’—‘ ’—‘ |_| low duty-cycle scheme for power management. We will
Ty o T — survey below the most common MAC protocols by
classifying them according to the taxonomy intrastlidn
on Section 1lI-B. Other previous surveys and introdugt
R _— papers on MAC protocols for wireless sensor netwate
‘ ‘ also available in the literature (see, for examfe], [63]
| T \ and [64]). In the following discussion we will fogumainly
on power management issues rather than on chanoetsa
methods.

FIG. 14: Discovery of an asynchronous sender throug
periodic listening. The sender transmits a strehpedodic
discovery messages. A. TDMA-based MAC Protocols

In the first variant, depicted in FIG. 14 the adymmous
sender transmits a stream of periodic discoverysagess In TDMA-based MAC protocols [45], [65], [66], [46]47]
(e.g., STEM-B beacons [22]). As anticipated in #ectV- time is divided in (periodic) frames and each fraroasists
A, to ensure the correct discovery of the sendbBe t of a certain number of time slots. Every node getsigned
receiver’s listening timeT{,) must be at least equal Tg.+ to one or more slots per frame, according to aagert



scheduling algorithm, and uses such slots
transmitting/receiving packets to/from other nodesmany
cases nodes are grouped to form clusters with stechhead
which is in charge to assign slots to nodes ircthster (as in
Bluetooth [65], LEACH [66], and Energy-aware TDMA-
based MAC [45]).

TRAMA [47] is a TDMA-based and energy-efficient
channel access scheme for sensor networks. TRAMdas
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foraddition, interference ranges are time-varying Wwincakes

static slot assignment unsuitable for real envirents. On
the other hand, adapting the schedule to varyirigreal
conditions is not trivial. Fifth, under low trafficonditions,
TDMA MAC protocols perform worse than CSMA MAC
protocols both in terms afhannel utilizationand average
packet delayThis is because in TDMA schemes nodes have
to wait for their own slots to transmit while in @3

time in two portions, a random-access period and §chemes_node can try channgl access at any timacaeds
scheduled access period. The random access pesiod I§ @lmostimmediate as there is low contention.

devoted to slot reservation and is accessed wittimgention-
based protocol. On the contrary, the scheduledsaggeriod
is formed by a number of slots assigned to an iddal
node. The slot reservation algorithm is the follogvi First,
nodes obtain two-hop neighborhood information, Whice
required to establish collision free schedules. nThedes
start an election procedure to associate eachvitlota single
node. Every node gets a priority of being the owokla
specific slot. This priority is calculated as alindsnction of
the node identifier and the slot number. The nodé the
highest priority becomes the owner of a given diatally,
nodes send out a synch packet containing a listtehded
neighbor destinations for subsequent transmissibhanks
to this information, nodes can agree on the sldtehvthey
must be awake in. Unused slots can be advertisethdiy
owners for being re-used by other nodes.

TDMA-based protocols naturally enable duty cycliag
nodes turn on their radio only during their owntsland
sleep for the rest of the time. By an appropriasigh of the
slot assignment algorithm, and a correct sizing tloé
protocol parameters, it is thus possible to minenénergy
consumption. In addition, TDMA-based MAC protocobn
easily solve (i.e., without extra message overhgaoblems
associated with interference among nodes (e.g.hithéen
node problem) as it is possible to schedule trassions of
neighboring nodes to occur at different times.

For all the above reasons, TDMA MAC protocols ao¢ n
very frequently used in practical wireless sensiworks.

B. Contention-based MAC Protocols

Most of MAC protocols proposed for wireless sensor
networks are contention-based protocols.

B-MAC (Berkeley MAC) [43] is a low complexity and
low power MAC protocol developed at UCB, and shippe
with the TinyOS operating system [67]. The goaBeMAC
is to provide a few core functionalities and an rgge
efficient mechanism to access the channel. FirsklAC
implements a few basic channel access control fesitia
backoff scheme, an accurate channel estimatiotitfaand
optional acknowledgements. Second, to achieve adoty
cycle B-MAC uses an asynchronous sleep/wake scheme
based on periodic listening (see Section V-C) dallew
Power Listening (LPL). Nodes wake up periodicatlycheck
the channel for activity. The wakeup time is fixgtile the
check interval can be specified by the applicatibme ratio
between the wake interval and the check intervéihds the
node duty cycle. B-MAC packets consist of a longamble
and a payload. The preamble duration is at leasileq the
check interval so that each node can always detact
ongoing transmission during its check interval. sThi

On the other side, TDMA MAC protocols have several @pproach does not require nodes to be synchroniagect,

drawbacks that limit their usage in real sensowasts [48].

when a node detects channel activity, it just nexeithe

First, they lacKlexibility. In a real sensor network there may Preamble and then the payload.
be frequent topology changes caused by time-varying S-MAC (Sensor-MAC) [52] is a duty-cycle based MAC

channel conditions, physical environmental changesies
that run out of energy, and so on. Handling topploganges
in an efficient way is hard and may require a glatheange
in the slot allocation pattern. Second, TDMA scherhave

protocol for multi-hop sensor networks proposed by
researchers at UCLA. Nodes exchangygnc packets to
coordinate their sleep-wakeup periods. Every node c
follow its own schedule or follow the schedule afeighbor.

limited scalability. Finding an efficient time schedule in a A node can eventually follow both schedules if tii®y not

scalable fashion is not trivial. In many cases .(eig
Bluetooth [65] or LEACH [66]) a central node is tiegd to
schedule channel access in a collision-free marnHigrd,
TDMA MAC protocols require tighsynchronizatioramong
network nodes which introduces overhead in ternmeoafrol
message exchange and, thus, additional energy qmtisun.
Fourth, finding aninterference-freeschedule is a very hard
task since interference ranges are typically larg®an
transmission ranges, i.e., many network nodes migyfere
even if they are not in the transmission rangeawheother
[49]. Therefore, a slot assignment based on tressam
ranges is not, very likely, an interference-frebestule. In

overlap. Nodes using the same schedule form a abirtu
cluster. The channel access time is split in twdspdn the
listen period nodes exchange sync packets and apeci
control packets for collision avoidance (in a sanilvay to
the IEEE 802.11 standard [59]). In the remaindeaiogethe
actual data transfer takes place. The sender aed th
destination node are awake and talk each otherefodt
concerned with the communication process can sledh
the next listen period. To avoid high latenciesminlti-hop
environments S-MAC uses an adaptive listening sehein
node overhearing its neighbor’s transmissions wakesat
the end of the transmission for a short periodroét If the



node is the next hop of the transmitter, the nedgldan send
the packet to it without waiting for the next schled The
parameters of the protocol, i.e. the listen and sheep
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coordinator, who manages the communication withie t
network. Supported network topologies are starg(simop),
cluster-tree and mesh (multi-hop). The IEEE 802.15.

period, are constants and cannot be varied after thstandard supports two different channel access adstha

deployment.

T-MAC (Timeout MAC) [50] is an enhancement of S-
MAC designed for variable traffic load. In detail;MAC
employs a synchronization scheme based on virluaters
similar to S-MAC'’s. Schedules between nodes ddfiames
within communication takes place. Queued packets
transmitted at the beginning of the frame in a biBstween
bursts nodes can go to sleep to save energy. Tive dgicne
is defined on the basis of an activation periodpider to
reduce the amount of idle listening and adapt aéffitr as
well. A node can go to sleep if no significant evéng. the
reception of a packet, overhearing of RTS/CTS eta$
occurred for the duration of the activation peridtie length
of the activation period must be chosen carefulgvoid the
early-sleeping problem. In fact a node can gog¢esiwhen a
neighbor has still messages for it. This happersgtample,

beacon enablednode and aon-beacon enabledhode. The
beacon enabled moderovides an energy management
mechanism based on a duty cycle. Specifically,sgsua
superframe structure which is boundedhb®acons- special
synchronization frames generated periodically byrdmator

arnodes. Each superframe consists ofaative periodand an

inactive period In the active period devices communicate
with the coordinator they associated with. Thevacperiod

can be further divided in a contention access pef@AP)

and a collision free period (CFP). During the CABla@ted
CSMAJ/CA algorithm is used for channel access, winiléhe
CFP a number of guaranteed time slots (GTSs) can be
assigned to individual nodes. During the inactiveriqd
devices enter a low power state to save energthdmon-
beacon enablednode there is no superframe structure, i.e.,
nodes are always in the active state and use alotigus

when the communication pattern is asymmetric. T-MAC CSMA/CA  algorithm  for channel access and data

provides some mechanisms to reduce the early sigepi
problem. They also help in the sensor networks irholp
communication pattern, where the nodes close tosthk
have to handle more traffic. Besides, T-MAC usegliei
signaling to reduce the sleep latency. By usingcispe
control packets, nodes can hear the intention oftem node
to send a packet, so that they can awake to redeivie
MAC has better values of energy efficiency andriajethan
S-MAC.

D-MAC [33] is an adaptive duty cycle protocol opined

transmission.

IEEE 802.15.4 beacon-enabled mode is suitableingtes
hop scenarios. However, the beacon-based duty-cycle
scheme have to be extended for multi-hop netwdrk§36]
the authors propose a maximum delay bound wakeup
scheduling specifically tailored to IEEE 802.15 dtworks.
The sensor network is assumed to be organizedchsseer
tree. An optimization problem is formulated in arde
maximize network lifetime while satisfying latency
constraints. The optimal operating parameters fogls

for data gathering in sensor networks where a tregoordinators are then obtained. Therefore, an iaddit

organization has been established at the netwoykr.la

extended synchronization scheme is used for intester

Although duty-cycle based MAC protocols are energySommunication.

efficient, they suffer sleep latency, i.e. a nodestwait until
the receiver wakes up before it can forward a packeis

latency increases with the number of hops. In aditthe
data forwarding process from the nodes to the siak
experience an interruption problem. In fact, thalioa
sensitivity limits the overhearing range, thus rodetside
the range of the sender and the receiver can't tiear
ongoing transmission and go to sleep. That's wh$-MAC

and T-MAC the data forwarding process is limitedatéew
hops. In DMAC, instead, the nodes’ schedules arggstred
according to their position in the data gatheringgt i.e.,
nodes’ active periods along the multi-hop path adg@cent
in order to minimize the latency. Each node ha®tvghich

is long enough to transmit a packet. A node havimge

than one packet to transmit explicitly requests itamithl

slots to their parent. In this way the length oé thactive
periods can be dynamically adapted to the netwmaKid.

Finally, D-MAC uses a data prediction scheme toegal

children the chance to transmit their packets.

IEEE 802.15.4 [51] is a standard for low-rate, Ipawer
Personal Area Network@PANs). A PAN is formed by one
PAN coordinator and, optionally, by one or more
coordinators. The other nodes must associate w{tRAdN)

Contention-based MAC protocols are robust and btala
In addition, they generally introduce a lower deldnan
TDMA-based MAC protocols and can easily adapt &ffitr
conditions. Unfortunately, their energy expenditigdiigher
than TDMA MACs because of collisions and multiptzass
schemes. Duty-cycle mechanisms can help reducieg th
energy wastage, but they need to be designed tgraflbe
adaptive and low latency.

C. Hybrid MAC Protocols

Hybrid MAC protocols [53], [48] try to combine the
strength of TDMA-based and CSMA-based MAC protogcols
while offsetting their weaknesses. The idea of ditg the
protocol behavior between TDMA and CSMA, depending
the level of contention, is not new. In [53] thettars
propose an access scheme for a WLAN environmerit tha
relies upon aProbabilistic TDMA (PTDMA) approach. In
PTDMA time is slotted, and nodes are distinguished
owners and non-owners The protocol adjusts the access
probability of owners and non-ownersdepending on the
number of senders. By doing so it adapts the MA@quol
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to work as a TDMA or CSMA scheme depending on thepossible from an energetic standpoint. The clegarsg¢ion

level of contention in the network.

(and interfaces) between layers of traditional @ecot stacks

However, PTDMA was conceived for a one-hop wireless!S Often abandoned, because protocol designers teed

scenario. Therefore, it does not take into acc@stes such
as topology changes, synchronization errors, iaterfce
irregularities which are quite common in wirelesnsor
networks.

Z-MAC [48] is a hybrid protocol specifically desigd for
sensor networks. The protocol includes a prelinyirsetup
phase during which the following operations areiedrout:
neighbor discoveryslot assignmentocal frame exchange
and global time synchronizatiorBy means of the neighbor
discovery process each node builds a list of twp-ho
neighbors. This list is then used by a distributgldt
assignment algorithm to assign slots to every niondéhe
network. This algorithm guarantees that no two sddethe
two-hop neighborhood are assigned to the samelslother
words it guarantees that no transmission from artodany
of its one-hop neighbor interferes with any trarssian from
its two-hop neighbors. The local frame exchangainsed at
deciding theime frame Z-MAC does not use a global frame
equal for all nodes in the network. It would beyvdifficult

gather information from any layer, provided it iseful to
make the protocol more energy-efficient. Cross riagein
wireless sensor networks is so common, that sorestim
papers’ authors neglect to mention that their poto
exploits cross-layer interactions.

Broadly speaking, we can categorize papers adoptivgs
layering for energy conservation in sensor netwankhree
classesalgorithmic approachesside-effectapproaches, and
pure cross-layer energy-conservation schemés the
following of this section we will separately surveyach
class. Finally, we will highlight some architectuiasues
related to cross-layering in Section D.

A. Algorithmic Approaches

Papers falling in this class abstract the problem o
increasing the sensor network lifetime through rojgtation
programming techniques. The typical framework csissin

and expensive to adapt when a topology change sccurdefining an (possibly linear) optimization probleim,which

Instead, Z-MAC allows each node to maintain its decal
time frame that depends on the number of neighbock
avoids any conflict with its contending neighboFsnally,
the global time synchronization process is aimed
synchronizing all nodes to a common clock. The licsbat
assignment and time frame of each node are thevafded
to its two-hop neighbors. Thus any node has sldtfeame
information about any two-hop
synchronize to slot 0. At this point the setup ghasover
and nodes are ready for channel access, regulatettheb
transmission control procedure. Nodes can be inafrthe
following modes:Low Contention Leve(LCL) and High
Contention Leve(HCL). A node is in the LCL unless it has
received anExplicit Contention NotificatioECN) within

some function of the network energy consumptiontbase
minimized (or, equivalently, the network lifetimasto be
maximized). The constraints of the problem allownodel

afeal constraints of the network. From a networking

perspective, these formulations are cross-layemature,
since the parameters of the objective function dine
constraints usually depend on data that residediffatrent

neighbors and all layers of the stack. For example, in [68] the argHocus on

sensor networks supporting in-network aggregatiam f
distributed queries. Specifically, the network tasdeliver
data to the sink in order to answer queries in Wwhiggregate
operators can be specified. Aggregation is notqueréd at
the sink on the raw data sensed from the envirohnben is
computed in the network in a distributed and inaatal

the lastTecy period. ECNs are sent by nodes when theyfashion, so as to reduce the traffic (and the energ

experience high contention. In HCL only the ownefshe
current slot and their one-hop neighbors are altbwe
compete for accessing the channel. In LCL any ndé¢h
owners and non-owners) can compete to transmibyrsiot.
However, the owners have priority over non-owndrsis
way Z-MAC can achieve high channel utilization evswler
low contention because a node can transmit as aedhe
channel is available.

VIl. CROSSLAYER DESIGN

Even though energy conservation is a general carnfoer
all mobile computing fields, it is probably the \dng force
in wireless sensor networks. Researchers in téid fend to
look at low energy consumption as the main targed, trade
off any other performance figure (e.g., throughmllivery
ratio, reliability) for longer lifetime. This appagh naturally
leads to optimize the network protocols design ashmas

consumption). Authors define optimization probletmsind
the optimal routing policy in terms of energy comgtion.
In other words, the solution of the problem is tioaiting
policy that achieves the minimum energy consumpfimm
the given network. A cross-layer feature of thistipalar
example is the fact that different problem formigias are
used depending on the type of aggregate queries tato
consideration. So, the routing policy is actuallymputed
based on application-level information, i.e., tiedkof query
submitted to the network. The work presented in] [@80
falls in this category. In this case, authors jigioiptimize (in
terms of energy consumption) the topology contitble
routing, and the sleep/wakeup schedule of the nbdssd
on the physical data rate the network is operatingA
further example of this approach is presented i0].[7
Specifically, the authors define optimization pexbk that
provide the optimal parameters in terms of energy
consumption for the transmit power levels, the irguflow,
and the links’ scheduling. The same approach stalsen in



[71], even though the focus there is specificalty dWB
sensor networks. Other examples can be found iRéheted
Work section of [70].

Usually, the optimization problems defined in thisy
turn out to be NP-complete. After proving this, tears
define heuristics that are able to approximate apémal
solution with a certain (hopefully small) bound.
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C. PureCrosslayer Power-Management Schemes

With respect to papers that achieve energy consernvas
a side effect, papers in this category directly &ndesign
energy management schemes, by exploiting informatio
residing at different layers of the network stat&.make the
difference clearer, an energy conservation scheané¢dcare

Even though such approaches are interesting from aabout the energy consumed by the sensor nodebdtier

intellectual standpoint, and also provide solid |yl
frameworks, they tend to be very abstracted from rénal
world. Drastic approximations are usually necessamake
the problem analytically tractable. But the seriduawback
is the fact that it is typically very difficult tguess how much
these approximations will impact on the performanfea
real system.

B. Side-effect Approaches

Papers in this class usually do not share the shamtic
approximations used by algorithmic approaches, dmaot
deal with the energy management problem via opétiun
problems. Instead, they propose energy-aware nkimgpr
protocols. We name this class as Side-Effect Apgves,
because the main focus of such papers is not ogrieg
cross-layer energy management schemes. Ratherdéisayn
cross-layer networking protocols that, as a sidecéf also
turn out to reduce the energy consumption with eespo
other reference cases.

There are plenty of papers following this approacithe
literature. Just to give some examples, we focuq7@j,
[73], [74], and [75]. The authors of [72] define anergy-
aware routing protocol that selects routes basedi)othe

link error rates, andij the end-to-end reliability requirement

of the data to be routed. The claim of [72] is tlmtorder for
routing policies to be energy efficient, it is ratfficient to
take into account just single-link qualities, besrmdata have
to be forwarded over multi-hop paths. Thus, it &ftér to
estimate the routes cost based on the expected tiwia
required to reach the destination. This quantityclsarly
dependent on the reliability scheme used by théicgtipn
(e.g., end-to-end or hop-by-hop).

In [73] authors propose an energy-efficient prototm
disseminate data from sensor nodes to multiplessiike
novelty of this paper is that the disseminatiore tie built
based on the nodes’ locations and on the packiéittrates
among nodes.

As [72], both [74], [75], and [76] define energy-@w
routing protocols. But, with respect to [72], thexke a quite
novel approach. Specifically, they assume thasthk could
be mobile, and jointly identify the best sink madigilpattern
and routing policy for sensor nodes to reach timk shat

minimizes the energy consumption of the network, (or

equivalently, that maximizes the network lifetime).

yet, by the sensor network) in all possible oparti
conditions. For example, an energy-aware routingquol

can optimize the forwarding procedure, but cannanage

the energy spent by sensor nodes when they are not
forwarding anything. Of course such approaches rave
mutually exclusive in principle.

The work in [77] proposes a power management scheme
that turns off the wireless transceiver of sensmtes when
they are not required by the running applicatiokkore
specifically, it assumes a TDMA MAC protocol, anefides
the TDMA schedule based on the application demands.
Under the assumption of applications periodicafiparting
to sinks, MAC-level frames are aligned with the in@gng of
reporting periods. Abstracting a bit from [77], wa@an
envision cross-layer energy managers that switchrahoff
the networking subsystem of sensor nodes basedhen t
demand of all networking layers.

The definition of sleep/wakeup patterns is the gFgB1],
as well. Differently from standard approaches, ihioh a
node is bound to follow a well-defined schedule, tliis
paper nodes can dynamically decide to join differen
available schedules based on the expected delaydsvthe
destination. Essentially, when a node has to semd (
forward) a packet, it chooses the schedule of & hop
corresponding to the path achieving the fastesvelgl In
this case, the energy manager exploits topological
information in order to decide when to turn the eléss
interface on and off.

The final example we consider for this class is][A8so

in this case authors focus on a sensor network hichw
sensors have to periodically report to a sink. T&n idea
of this paper is exploiting the temporal correlatiof
physical quantities (e.g., temperature) to redineeamount
of time the nodes has to turn their wireless iaiezfon. At
the same time, this energy manager takes also into
consideration the maximum inaccuracy that the appén is
willing to tolerate on reports, and the maximumagethat
the application can admit in starting reportings&a on the
samples collected from the environment, each sensde
computes a model of future readings. This modeleist to
some node responsible for storing models. This nedeen
responsible for generating reports (and sendingttee the
sink) on behalf of the sensor node. While the madel
accurate enough, the sensor nodes can keep itdesgre
interface off. Readings that differ from the predit values
by some application-defined threshold triggers alation.
Only in this case the sensor node turns the wisdlggrface
on and sends the actual reading to the sink. Tile s#nds



new queries not directly to the interested sensdenbut to
the same node responsible for storing the modéisrevthey
are temporarily buffered. Sensor nodes are requiced
periodically poll this node to check for possiblanqueries.
The polling period is based on the maximum delag th
application is willing to tolerate.

D. Architectural Issues

Despite its indubitable advantages, cross layesr tool
to be handled with some care. A recent paper bestaland
Madden brought this out very clearly [56]. Authbdighlight
through experimental measures that the performarice
protocol in a given layer depends on “hidden” cras®r
interactions with protocols in other layers. Foaewple, they
show drastic performance differences when the SEIAE
protocol is used with different routing protocdiich results
are not very surprising per se, but are very sicguitt in the
context of wireless sensor networks. Actually, arril of
protocols for any layer have been proposed for @ens
networks, and no one is nowadays a clear winneus,Th
performance evaluations should carefully statelithés of
their validity, since changes in any layer of tii@ck might
significantly impact on the performance of any otleyer.
Another caveat from [56] is the fact that crossekayg might
result in monolithic network stack in which layeese
coupled so tightly that any maintenance or
replacement becomes practically unfeasible. Authurte
that this trend has produced vertically integratedwork
stacks that cannot be integrated in any way, naor loa

mixed. Previously, Kawadia and Kumar raised similar

concerns with respect to ad hoc networks in gerjéédl To
avoid such “spaghetti-like” network stacks, authofg56]
advocate the definition of standard APIs to implatreross-
layer interactions.

partial
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this project could be ported to sensor networkswad.
Specifically, MobileMAN researchers have definedNaSt
(Network Status) module to implement cross-layer
interaction among protocols at any layer in thelstdNeSt
acts as a mediator between two protocols willingnteract.
Instead of interacting directly, protocols geneiafermation
that is stored by the NeSt (e.g., the link layenldcask the
NeSt to store the packet-drop probability), and rquiae
NeSt to get information generated by other pro®delg.,
the transport protocol may wish to get a notifieativhen a
link breaks). Interactions with the NeSt occur thgh a well-
defined API, which actually shields and insulatest@cols
from each other. Even though the NeSt and SP defisi
appear to have come out in parallel, NeSt exters t
concept of translucency between protocols to aygrla the
stack, instead of confining it between the MAC ahe
routing layers.

In conclusion, we believe that cross-layering imialty the
way to go to implement energy-efficient networksahemes
in sensor networks. Indeed, the advantages brdugbtoss-
layering are really huge. However, we agree thassr
layering has to be implemented without breakingcksta
maintainability and portability. Approaches like 8Rd NeSt
look like the right direction to pursuit.

VIII. ENERGY-EFFICIENT NETWORKING

PROTOCOLS

Networking protocols for sensor networks have been
extensively studied and constitute a large pathefresearch
activity on sensor networks. The interested readarsfind
an excellent and comprehensive coverage of this iod3]
and [83]. Below, we will briefly discuss issuesateld to
energy conservation. Specifically, we will surveywh
energy efficiency can be achieved at different layef the

An example of such solution is the Sensor networkQs) reference model. In fact, energy conservatioa ¢ross-
Protocol (SP) proposed in [80] and [81]. SP is anjayer issue and should be implemented at each lafyte

intermediate layer between the MAC and the netwaylkr.
SP aims to join the advantages of cross-layer dpditions
and the portability of legacy-Internet solutionstdkes the
footsteps of the IP protocol, in the sense thabétracts all
details of the underlying MAC protocol, while prding a
standard, well-defined interface to the network elay
However, while the IP protocol is completely opagas it
does not expose any lower-level information to @&blayers,
SP is translucent. Specifically, it allows the netkvlayer to
gather information about the lower levels, thus biing
cross-layer optimizations. The definition of a stard

protocol stack.

A. Physical and DataLink Layers

For Physical and Data Link layers the power efficig
guestions are similar to those addressed in wsalesvorks:
how to transmit in a power efficient way bits andnfies,
respectively, to devices one-hop away. Apart froedimm
access control, discussed in Section VI, these |@nub
include identifying suitable modulation schemedfjcet

interface between SP and the adjacent layers avoidSgC strategies, etc. (see [3], [84]). Of course,gblutions of
spaghetti-like stacks, and improves management anghese problems are strongly affected by the setsvice

portability.

Independently from the work described in [80] agd][
similar conclusions have been drawn within the NeMAN
Project [82]. In this project the focus was on nelzsid hoc
networks (MANETS)
However, the main architectural framework designéthin

resources’ constraints. The proposed solutionsgganerally
independent from the applications, however, regestime
authors [85] proposed to apply data-centric podiciéso at
the MAC layer. The basic idea is to exploit spatial

rather than on sensor networks.correlation among neighboring nodes to reduce taber

of transmissions at the MAC layer.



B. Network layer

Many solutions have been proposed in the literafare
energy efficient routing in wireless sensor netvgorld
comprehensive presentation of this topic can badan [86]
and [87]. A taxonomy of routing protocols for wiesk
sensor networks is shown in FIG. 16. Almost all tirmy
protocols for sensor networks can be classifiedngans of
the network structure they exploit. Thasetwork-structure-
basedprotocols can be further divided in three categgori
location-based, hierarchical and flat. Some othetqgols,
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forwarding process in two steps: forwarding towahe
target region and forwarding within the target cegi The
first step uses an estimated cost based on not¢ahde and
residual energy. The second step involves a cortibmaf
geographic forwarding and restricted flooding. Aret
protocol exploits low-power GPS receivers to obtdia so
called Minimum Energy Communication Network (MECN)
[95]. This protocol builds a graph which accounts the
power consumption needed to transmit or receivekgiac
Once this graph is available, a distributed alponitcompute
the minimum energy subnetwork that can be used for
communications. An extension of this protocol ca fthe
Smallest MECN, with higher energy gains if the looast

however, do not fit this scheme and are generallyregion is circular around the broadcast transmigé}.

distinguished on the basis of their operations. &ample,
[88] and [89] setup routes as the solution of avoek flow
model. Furthermore, SAR [90] and SPEED [91] use Qo
metrics to trade off energy consumption and datalityu
The work in [92] defines routes based on reliap#ithieved
via a separate link level mechanism, also definedhie
paper. Finally, the work in [93] focuses on the rfaling
effect, i.e., the fact that nodes close to sintgajl to exhaust
their energy more quickly than nodes far away, bsedhey
have to route more traffic towards the sink(s). fipit this
problem, authors define the optimal transmissiomgeaof
nodes depending on their distance (in terms of hées
the sink. The rationale is to reduce the transmmispower of
nodes close to the sink so as to balance the additburden
they have to carry due to routing tasks.

Protocol operation

Network structure o Quality of service

Location-based

Hierarchical

FIG. 16: Taxonomy of routing protocols.

In the following we will focus on network-structubased
protocols because they are the most representative the
energy-aware design perspective.

Location-based routing protocolexploit nodes’ position
or proximity to route data in the network. Many thiese
protocols — e.g. GAF [15], SPAN [17] and ASCENT |16
also use location information to power off the r®aehich
are not involved in the routing process. From {tisnt of
view they can also be seen as topology controlopmi$, as
explained in Section IV. Nevertheless, some prdtotake
different approaches. For example, GEAR [94] spiiie

S

Hierarchical routing protocols also referred to as
clustering protocols, superimpose a structure énrtétwork,
l.e., they give some nodes a special role in
communication process. Clustering was introduce®0is to
provide distributed control in mobile radio netwsrf97].
Inside the cluster one device is in charge of coatthg the
cluster activities ¢luster heajl Beyond the cluster head,
inside the cluster, we haverdinary nodesthat have direct
access only to this one cluster head, gaigwaysi.e., nodes
that can hear two or more cluster heads [97]. Asades in
the cluster can hear the cluster head, all intestet
communications occur in (at most) two hops, whilera-
cluster communication occurs through the gatewageso
Ordinary nodes send the packets to their clustad hbat
either distributes the packets inside the cluster(if the
destination is outside the cluster) forwards thera gateway
node to be delivered to the other clusters. Ontgwgays and
cluster heads participate in the propagation oftimgu
control/update messages. In dense networks thigfisantly
reduces the routing overhead, thus solving scéhabil
problems for routing algorithms in large ad hoowwks. In
traditional wireless scenarios the main goals o$tering are
scalability and efficiency. In wireless sensor nmts
clustering is also used for data aggregation aedggyraware
communication.

Several clustering algorithms have been proposed fo
wireless sensor networks (see [98] and [86] foritauithl
information). One of the most popular is the LoweEgy
Adaptive Clustering Hierarchy (LEACH) [66]. LEACH
divides network operations in two steps: a setugsptand a
steady phase. In the setup phase cluster headslanted by
means of a random distributed algorithm. The narstek-
head nodes join the cluster which minimize the gyer
needed for communications. After the associatiacgdure
cluster heads create a cluster-wide schedule. Tdteala
communication takes place during the steady ptaesesing
nodes collect data and transmit them to the clustad. The
cluster head performs aggregation and forwardsetbelts to
the sink. The steady phase is much longer thansétep
phase to reduce protocol overhead. Moreover, thapse
phase repeats periodically to ensure cluster hetation.

In [99] the authors present a protocol called PEGAS
which improves LEACH by using a chain-based schefte.

the



first chains are constructed by using a greedy rdlgo.
Then data is transferred and aggregated along iaén.c
Only one node in the chain, i.e. the leader, tratssdata to
the base station. Leaders take turns to save enghgyn
transferring data to the base station.
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[87], [86]. However, these techniques waste eneeggurces
by sending redundant information throughout thewneit.

Several application-aware algorithms have beenséevio
efficiently disseminate information in a wirelesgnsor

network. These algorithms are based on the

TEEN [100] and APTEEN [101] are threshold-based Publish/subscribe paradigm. Nodes publish the abkdldata

clustering protocols targeted to time critical apgtions,
such as event detection. In TEEN cluster headsrtaskéwo
parameters, a hard threshold and a soft threshbddles
continuously sample the environment, but transmitluster
heads only if the data is greater than the hamkstiold. This
limits energy consumption because the radio tramsces
kept in sleep mode for most of the time. In ordefurther
reduce power, subsequent transmissions are allongdif
the variation of sensed data is greater than tfielseshold.
Cluster heads periodically rotate in this case aall.w
APTEEN is an extension to TEEN in order to achibe&er
flexibility. APTEEN can dynamically change the oating
parameters to match the application needs. In iaddit

APTEEN allows greater energy savings by means ofthrough the

transmission scheduling and aggregation.

@

O O (@) Source node
[ ] Querying node (Sink)
O\bo\’. O Intermediate nodes
—>  Interest
O O ~~~~~~~~~~~~~~~~~~ »  Gradient
—————»  Datapath

(©

FIG. 17: Directed diffusion communication paradigm.

Flat routing protocolsassume all nodes in the network

behave the same for data processing and delivegritrast
with the hierarchical approach. Flat routing follothe data-
centric communication paradigm, i.e. in sensor oek® data
are more important than the individual nodes’ id&d.

Thus, routing and forwarding inside a sensor netwequire
a form of data-centric data dissemination to/frdva sensor
nodes. In this case, information is referred bygsittributes
of the phenomenon. For example, the query “tell tme

temperature in the regioK” needs to be disseminated to

sensor nodes of a regiof At the same time, data coming
from the region X have to be delivered to the \&gagsuing
the query. Simple techniques such as flooding arssiging
can be used to disseminate the data inside therseesvork

that are then delivered only to nodes requestingmth
Dissemination algorithms achieve additional enesgyings
through in-network data processing based on data
aggregation.

One of the most popular approaches is DirecteduBiifih
[102]. In directed diffusion each data is referrbg an
attribute-value pair. The sink broadcasts an istetfeat is a
task description, containing a timestamp and aigraqFIG.
17-a). The interest is linked to named data throtigh
attribute-value pair. Each sensor stores the igsténea cache
upon reception. Data dissemination, i.e. interespagation,
set up gradients related to data matching the @ste(f1G.
17-b). When the originating hode has matching dagands
interest gradient path (FIG. 17-c). aat
propagation and aggregation are performed locally.

Directed diffusion inspired a number of similar fmols.
For example, Gradient Based Routing (GBR) [103]ronps
directed diffusion using two different design chesc First,
the interest includes a hop count (with respedht sink),
such that the gradient is set up along the minindistance
to the sink. Second, a number of data spreadingfasidn
schemes are employed to balance the load on sandes,
thus increasing the network lifetime. On the otlsidle,
Energy Aware Routing (EAR) [104] route data towatks
sink along low-energy paths. To avoid depleting ¢hergy
of the nodes belonging to the minimum-energy p&AR
chooses one of multiple paths with a probabilityatth
increases the total network lifetime.

Similarly to directed diffusion, SPIN sends datdyoto
sensor nodes which have requested them explicliDb][
SPIN is based on a negotiation phase in which nodes
exchange descriptors (i.e. metadata). Communicateme
more efficient because nodes send information desgrthe
data instead of the data itself. First nodes atbeertew data
by using descriptors and wait for interested noemake
request. The actual data is then transmitted. Iditiad,
SPIN adapts the protocol behavior on the basis cofes’
remaining energy.

C. Transport Layer

The sensor networks’ data-centric nature combinétl w
the strong resources’ limitation make the Trans@whtrol
Protocol (TCP) protocol not suitable for the sensetwork
domain. Indeed, sensor networks require a sortifédreint
concept of reliability. In addition, different rability levels
and/or different congestion control approaches nitey
required depending on the nature of the data tddtigered.
The transport layer functionalities must be therefdesigned
in a power-aware fashion, to achieve the requessedice



level while minimizing the energy consumption a¢ tame
time. This implies using different policies for ttierward
path (from sensor nodes towards the sink) and ¢lerse
path (from the sink towards sensor nodes).

In the forward path an event-reliability principieeds to
be applied. The transport protocol does not havepteectly
deliver all data. Instead, it must guarantee therecod
delivery of a number of samples sufficient for eatty
observing (at the user side) the monitored evelnis ¢an be
done by exploiting spatial and temporal correlaibetween
sensed data. Typically, sensor networks operaterulight
loads, but suddenly become active in responsedetected
event and this may lead to congestion. In [106]eaant-
driven congestion control policy is designed to agathe
congestion in the nodes-to-sink path by controllitige
number of messages that notify a single event.

Indeed, the transport protocol should guaranteg titzen
an event is detected, the user correctly receivesugh
information. With ESRT [107] the concept of evenivdn
transport protocol introduced in [106] is extendéa
guarantee reliable event detection with minimum rgye
expenditure. The main operating parameters useBSRT
are the reliability observed by the sink and thporéng
frequency. An analysis of the relations betweensehe
parameters leads to the definition of different ragiag
conditions, each characterized by distinctive Isvelf
reliability and congestion. The sink periodicallyobdcasts
control packets with updated reporting rate in otdeset the
network in the optimal operating conditions.

The reverse path typically requires a very highalglity
as data delivered towards the sensors containcalriti
information delivered by the sink to control thaigties of
sensor nodes (e.g., queries and commands or prognam
instructions). In this case more robust, and hepoeer-
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greedy policies must be applied, as proposed wiir@
[108]. PSFQ slowly injects packets from sink to esdy
means of a controlled broadcast. This approach davoi
interfering with the traffic coming from the othdirection.
On the other hand, PSFQ performs a more aggrebsipe
by-hop packet recovery to overcome losses and foeoteler
packets.

D. Upper Layers

Sensor nodes in the sensing regioare typically set up to
achieve in a cooperative way a pre-defined objecf.g.,
monitoring the temperature in regiof). This is achieved by
distributing tasks to be performed on the sensodeso
Therefore a sensor network is similar to a distedusystem
on which, at the same time, multiple application® a
running. Each application is composed by seversistahat
run on different (sensor) nodes. Starting from théw of a
sensor network, in [109] the authors propose middie-
layer algorithms to manage, in a power-efficienyyaset of
applications that may differ for the energy requoiests and
users’ rewards. Specifically, the authors propose a
admission control policy that, when an applicatistarts,
decides (given its energy costs and users’ rewatds)
accept/reject it to maximize the users’ rewardspdiicing
mechanism is adopted, at runtime, to control that
applications conform to the resource usage thelacst at
the admission stage.

The work in [109] is just an example of middlewager
techniques for sensor networks. Due to space rsaserdo
not discuss the vast body of work in this area. ifterested
reader is referred to [110] for more details.
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