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TOPICS IN AD HOC AND SENSOR NETWORKS

INTRODUCTION
During the last few years research on multihop
ad hoc networks has focused on a number of
application environments. Originally conceived
for military applications, and aimed at improving
battlefield communications and survivability,
multihop ad hoc networks have lately been pro-
posed in many civil scenarios. As far as the
application environments of these networks
increase, their traditional communication
paradigms need adequacy. Two main evolutions
of multihop ad hoc networks are envisioned,
namely, mesh networks and opportunistic net-
works. In this article we focus on Opportunistic
Networks.

In opportunistic networking no assumption is
made with regard to the existence of a complete
path between two nodes wishing to communi-
cate. Source and destination nodes might never
be connected to the same network, at the same
time. Nevertheless, opportunistic networking

techniques allow such nodes to exchange mes-
sages between them. Usually this comes at the
price of additional delay in messages delivery,
since messages are often buffered in the network
waiting for a path towards the destination to be
available. However, there is a wide range of
applications that are able to tolerate this. Actu-
ally, this communication paradigm is reminiscent
of widespread applications such as e-mailing.
Furthermore, allowing nodes to connect and dis-
connect at will paves the way for a number of
novel application scenarios in the field of mobile
ad hoc networks. So far, the main focus of
research on opportunistic networks has been on
routing and forwarding issues, because finding
routes towards the desired destination in such
disconnected environments is regarded as the
most compelling issue.

Several concepts behind opportunistic net-
works come from the studies on delay-tolerant
networks (DTNs) that have been conducted
within the Internet Research Task Force and
have led to the specification of the DTN archi-
tecture (http://www.dtnrg.org/docs/specs). The
DTN architecture consists of a network of inde-
pendent internets each characterized by Inter-
net-like connectivity within, but having only
occasional communication opportunities among
them. Such communication opportunities can be
either scheduled over time or completely ran-
dom. Independent internets located apart from
each other form so-called DTN regions and a sys-
tem of DTN gateways is in charge of providing
interconnection among them. Hence, in DTNs
points of possible disconnections are known and
isolated at gateways. Each internet relies on its
own protocol stack that best suits the particular
infrastructure, communication means, and tech-
nologies available in the particular internet’s
region. The protocols used in the different DTN
regions are likely to differ from each other.
However, at the DTN nodes, a novel overlay pro-
tocol is added on top of the traditional transport
layers to manage end-to-end data transfers
among the DTN regions.

Figure 1 shows an example of DTN connect-
ing the ad hoc network among the soldiers on a
battlefield to the LAN on the nearest aircraft
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interesting evolutions of MANETs. In oppor-
tunistic networks, mobile nodes are enabled to
communicate with each other even if a route
connecting them never exists. Furthermore,
nodes are not supposed to possess or acquire
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carrier. A helicopter is in charge of providing
periodic connection between these two
internets.1

Actually, in the literature there is no com-
monly agreed-upon terminology nor clear sepa-
ration of concepts for opportunistic and
delay-tolerant networks. The terms “opportunis-
tic networks” and “delay-tolerant networks” are
often used interchangeably. In our view, given
the above DTN definition, opportunistic net-
works correspond to a more general concept and
include DTNs. While DTNs assume the knowl-
edge of Internet-like topologies, in which some
links between gateways could be available just at
certain (possibly unspecified) times, in oppor-
tunistic networks it is not mandatory to have a
priori knowledge about the network topology.
Routes in DTNs are typically computed via lega-
cy-Internet techniques by taking into considera-
tion the link unavailability just as another
component of link cost. Instead, in opportunistic
networks routes are computed at each hop while
a packet is forwarded. So, each node receiving a
message for an eventual destination exploits
local knowledge to decide which is the best next
hop, among its current neighbors, to reach the
eventual packet destination. When no forward-
ing opportunity exists (e.g., no other nodes are
in the transmission range, or the neighbors are
evaluated not suitable for that communication),
the node stores the message and waits for future
contact opportunities with other devices to for-
ward the information. Differently from DTNs, in
opportunistic networks each single node acts as
a gateway. This makes opportunistic networks a
more flexible environment than DTNs, and calls
for a more radical revision of legacy routing
approaches designed for the Internet or for well-
connected MANETs.

For example, as is shown in Fig. 2, the woman
at the desktop opportunistically transfers, via a
Wi-Fi link, a message for a friend to a bus cross-
ing the area, “hoping” that the bus will carry the
information closer to the destination. The bus
moves through the traffic, then uses its Blue-
tooth radio to forward the message to the mobile
phone of a woman who is disembarking at one
of the bus stops. She walks through a nearby
park to reach the university. Her cellular phone

sends the message to a cyclist passing by. By pro-
ceeding in the same way some hops further, the
message eventually arrives at the receiver. As is
clearly shown in this example, a network connec-
tion between the two women never exists but, by
opportunistically exploiting contacts among het-
erogeneous devices, the message is delivered
hop-by-hop (hopefully) closer to the destination,
and eventually to the destination itself.

Besides allowing nodes that are not connect-
ed at the same time to the same network to
communicate with each other, opportunistic net-
works are also a possible way to improve the
capacity of multihop ad hoc networks beyond
the well-known theoretical limit found by Gupta
and Kumar [1]. Actually, Grossglauser and Tse
have shown that an opportunistic network in
which nodes act as carriers can achieve constant
capacity, irrespective of the number of nodes in
the network [2].

In this article we provide a survey on the key
research approaches to opportunistic network-
ing. We present several case studies in which
opportunistic networks have been deployed for
real. We discuss the main techniques used for
routing and forwarding in opportunistic net-
works. Finally, we conclude the article by propos-
ing possible future trends of this research area.
Due to space limitations, we will be unable to
provide very detailed descriptions and examples
of the surveyed approaches. The interested read-
er is referred to [3] for a more thorough discus-
sion.

REALISTIC CASE STUDIES
Research on opportunistic networking is devot-
ing particular attention to realistic case studies.
One of the basic components of realistic case

n Figure 1. An example of a delay-tolerant network.

n Figure 2. Opportunistic networking.

1 Since the motion of soldiers on a battlefield is well orga-
nized and they proceed in a group, trying not to go too far
from each other, temporary disconnections that may arise
inside this network are efficiently managed by transport
and routing protocols designed for legacy MANETs.
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studies are the mobility models; thus, we present
a project that devotes a lot of attention to col-
lecting real mobility traces to be used in the
design of efficient forwarding algorithms as well
as to perform realistic simulations. Simulations
based on real mobility traces are much more
dependable for testing than simulations based on
generic random mobility models.

Besides looking at realistic mobility models,
researchers are also implementing a number of
real-application scenarios in opportunistic net-
works. Such application scenarios are intrinsical-
ly opportunistic, in the sense that it is not
possible nor advisable to provide a more struc-
tured network based on legacy routing approach-
es. This is the case, for example, with wildlife
tracking applications (see ZebraNet [4]) aimed
at monitoring wild species in unmanned scenar-
ios. In these scenarios it is important to limit
human intervention in order to respect the natu-
ral ecosystem, and thus it is necessary to utilize
light networking. We present examples of such
projects. Another example of opportunistic
application consists in providing (Internet) con-
nectivity to rural and developing areas where
conventional networks do not exist. Deploying
traditional (wired or wireless) networks to cover
these areas is not cost-effective, whereas oppor-
tunistic networks are an affordable solution (e.g.,
DakNet [5] and SNC [6]). We present examples
of such projects subsequently.

The examples referred to hereafter are prob-
ably the most well-known opportunistic applica-
tions deployed so far. Please refer to [3, section
2.2] for more details.

POCKET SWITCHED NETWORKS IN THE
HAGGLE PROJECT

The Haggle Project (http://www.haggleproject.
org) is a four-year project, started in January
2006 and funded by the European Commission
in the framework of the FET-SAC initiative
(http://cordis.europa.eu/ist/fet/comms-sy.htm). It
targets solutions for communication in autonom-
ic/opportunistic networks. In this framework,
researchers are studying the properties of Pocket
Switched Networks (PSNs), that is, opportunistic
networks that can exploit any possible encoun-
tered device (e.g., cell phones and PDAs that
users carry in their pockets) to forward mes-
sages.

The project is putting special emphasis on
measuring and modeling pair-wise contacts
between devices. Pair-wise contacts between
users/devices can be characterized by the means
of two parameters: contact durations and inter-
contact times. The duration of a contact is the
total time that a tagged couple of mobile nodes
are within reach of each other, and thus have
the possibility of communicating. An intercon-
tact time is instead the time in between two con-
tact opportunities between the same couple of
tagged devices. While the contact duration
directly influences the capacity of opportunistic
networks because it limits the amount of data
that can be transferred between nodes, the inter-
contact time affects the feasibility of opportunis-
tic networks, and the delay associated with them.

To characterize contact durations and inter-

contact times occurring in real-world environ-
ments, different sets of traces have been collect-
ed and analyzed. Some traces have been inferred
from the logs collected by the APs of some uni-
versity campuses. Some others have been direct-
ly logged by Bluetooth devices carried by
students and researchers in their university and
laboratories and, more recently, by the partici-
pants to some international conferences.

The analysis of all the traces has led to an
important result stating that both intercontact
times and contact durations are characterized by
heavy-tailed distribution functions approximately
following power laws. This has interesting impli-
cations on the delay that each packet is expected
to experience throughout the network. Specifi-
cally, “naïve” forwarding protocols have been
analyzed based on these traces [7]. Such for-
warding protocols do not use any information
about previous contacts, or nodes’ identities, or
the context that users are operating in. Instead,
they follow statically computed rules that limit
the number of replicas of each message, or the
number of hops that messages are allowed to
travel through. It has been analytically proved
that the expected delay of this class of forward-
ing algorithms is infinite under the heavy-tailed
intercontact times distribution found in the
traces. This is a very important result, as it calls
for more evolved forwarding paradigms exploit-
ing knowledge about the users’ behavior.

WILDLIFE MONITORING: ZEBRANET AND SWIM
Wildlife monitoring is an interesting application
field for opportunistic networks. It focuses on
tracking wild species to deeply investigate their
behavior and understand the interactions and
influences on each other, as well as their reac-
tion to the ecosystem changes caused by human
activities. Researchers use opportunistic net-
works as a reliable, cost-effective, and not intru-
sive means to monitor large populations roaming
in vast areas. Systems for wildlife monitoring
generally include special tags with sensing capac-
ity to be carried by the animals under study, and
one or more base stations to collect the data
from the tags and send them to the destination
processing centre. A network protocol is also
comprised to percolate the data from the tags
towards the base station(s). Base stations can be
fixed or mobile, however, in both cases data col-
lection from all the deployed tags is quite chal-
lenging. Therefore, it is generally advisable to
exploit pair-wise contacts between the animals to
let them exchange the information already col-
lected. As a consequence, each animal eventual-
ly carries the information collected by its own
together with the information collected by the
animals it has encountered.

ZebraNet [4] is an interdisciplinary ongoing
project at Princeton University and its deploy-
ment scenario is the vast savanna area of central
Kenya under the direction of the Mpala
Research Centre (http://www.princeton.edu/
~mrm/zebranet.html). The animals to be tracked
are zebras wearing special collars. The base sta-
tion consists of a mobile vehicle for the
researchers, which periodically moves around in
the savanna and collects data from the zebras
encountered. Two alternative protocols have
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been considered for data collection in ZebraNet.
The first one is simple flooding, since each collar
sends all its data to each encountered neighbor
until the data eventually reach the base station.
The second one, named history-based protocol,
proposes that each node selects only one of its
neighbors as relay for its data. The selected node
is the one with the highest probability to eventu-
ally encounter the base station. Each node is
thus assigned a hierarchy level (initially zero)
that increases each time it encounters the base
station, and conversely decreases after not hav-
ing seen the base station for a certain amount of
time. When sending data to a relay node, the
neighbor to be selected is the one with the high-
est hierarchy level. Simulation results show that
both forwarding protocols outperform the direct
protocol, in which each collar has to directly
communicate with the base station to upload
data. Moreover, the history-based protocol out-
performs flooding in terms of bandwidth and
energy consumption. After an initial simulative
study, the ZebraNet system has actually been
implemented at the Mpala Research Centre, and
is currently under test. First results from the real
experimentation are already available and have
recently been used to define the mobility model
used to test some opportunistic forwarding tech-
niques (see [3, section 3.1.2]).

In the Shared Wireless Infostation Model
(SWIM), whales are the wild species to be moni-
tored [8]. Special tags applied to the whales per-
form periodic data monitoring. Data is replicated
and diffused at each pair-wise contact between
whales (similarly to what happens in the flooding
protocol of ZebraNet) and finally arrives to spe-
cial SWIM stations that can be fixed (on buoys)
or mobile (on seabirds). Hence, both whale-to-
whale and whale-to-base-station communications
are allowed. From the SWIM stations, data are
eventually forwarded onshore for final process-
ing and utilization. No experimental results are
actually available to demonstrate the efficiency
of the SWIM system on real whales. However,
simulation results are quite realistic since the
simulation parameters about both the environ-
ment and the whales’ mobility model have been
set according to the observations and studies
conducted by biologists on whales’ real habits.
The simulation results show a not negligible
delay for arrival of data at the processing base
stations. However, improvements are possible by
increasing both the number of whales involved
and the number of SWIM stations. Finally,
mobile SWIM stations have shown better perfor-
mance than fixed SWIM stations.

OPPORTUNISTIC NETWORKS FOR
DEVELOPING AREAS

Opportunistic networks can provide intermittent
Internet connectivity to rural and developing
areas where they typically represent the only
affordable way to help bridge the digital divide.
One such example is the DakNet Project [5] ,
which is aimed at realizing a very low-cost asyn-
chronous ICT infrastructure so as to provide
connectivity to rural villages in India, where it is
not cost-effective to deploy standard Internet
access. According to the DakNet project, kiosks

are built up in villages and equipped with digital
storage and short-range wireless communica-
tions. Periodically, mobile access points (MAPs)
mounted on buses, motorcycles, or even bicycles
pass by the village kiosks and exchange data with
them wirelessly. MAPs can upload any sort of
request or data stored at the kiosks, and down-
load them to the Internet when passing by an
access point (AP) in a nearby town. Similarly,
MAPs may download, from the Internet, the
requested information and bring it to villages.
DakNet has the potential to support
Internet/Intranet messaging (e.g., email,
audio/video messaging, and mobile e-commerce),
distribution of information (e.g., public health
announcements, community bulletin boards,
news, and music), and collection of information
(e.g., environmental sensor information, voting,
health records, and census).

Another interesting opportunistic application
scenario has been investigated in the framework
of the Saami Network Connectivity (SNC) pro-
ject [6], which aims to provide network connec-
tivity to the nomadic Saami population of the
reindeer herders. Saami herders live across the
Sápmi region (also known as Lapland) in the
northest part of Sweden, Norway, and Finland
and move from their villages through the year
following the migration of reindeers. Providing
network connectivity to the Saami population is
a means to protect and defend their habits, cul-
ture, and traditions while also supporting their
integration into the modern society of their
countries. With network connectivity Saami are
allowed to continue to live according to their
traditions and, at the same time, have much eco-
nomic sustain through distance work and net-
based business. Network-based services can also
allow Saami children to receive their education
without the need to leave their parents to attend
boarding schools. Network connectivity can also
give Saami more visibility, and let them have
more influence in the political and economical
affairs of their country. In its initial stage, the
SNC project has only focused on providing
email, file transfer, and cached web services to
the Saami people. Reindeer herd telemetry is
also going to be provided to support the herding
activity itself. It should finally be noted that the
Saami Network Connectivity (SNC) project
focuses on a pure DTN architecture.

OPPORTUNISTIC
ROUTING/FORWARDING TECHNIQUES
In all the above case studies, routing is the most
compelling challenge. The design of efficient
routing strategies for opportunistic networks is
generally a complicated task due to the absence
of knowledge about the topological evolution of
the network. Routing performance improves
when more knowledge about the expected topol-
ogy of the network can be exploited [9]. Unfor-
tunately, this kind of knowledge is not easily
available, and a trade-off must be met between
performance and knowledge requirement. Fig-
ure 3 shows a possible taxonomy of routing/for-
warding2 algorithms in opportunistic networks.
At the bottom of Fig. 3. we list the examples of
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each class that are mentioned in this article.
More details can be found in [3]. Another analy-
sis of routing techniques can also be found in
[10].

A first classification is between algorithms
designed for completely flat ad hoc networks
(without infrastructure), and algorithms in which
the ad hoc networks exploit some form of infra-
structure to opportunistically forward messages
(with infrastructure). In the former case,
approaches can be further divided into dissemi-
nation-based and context-based algorithms. Dis-
semination-based algorithms are essentially
forms of controlled flooding, and differentiate
themselves by the policy used to limit flooding.
Context-based approaches usually do not adopt
flooding schemes, but use knowledge of the con-
text that nodes are operating in to identify the
best next hop at each forwarding step. Algo-
rithms that exploit some form of infrastructure
can be divided (depending on the type of infra-
structure they rely on) into fixed infrastructure
and mobile infrastructure. In both cases the infra-
structure is composed by special nodes that are
more powerful with respect to the other nodes
commonly present in the ad hoc network. They
have high storage capacity and hence can collect
messages from many nodes passing by, even for
a long time. They also have high energy.

Nodes of a fixed infrastructure are located at
specific geographical points, whereas nodes of a
mobile infrastructure move around in the net-
work following either predetermined known
paths or completely random paths.

ROUTING WITHOUT INFRASTRUCTURE
Dissemination-Based Routing — Routing
techniques based on data dissemination perform
delivery of a message to a destination by simply
diffusing it all over the network. The heuristic
behind this policy is that, since there is no knowl-

edge of a possible path towards the destination
nor of an appropriate next-hop node, a message
should be sent everywhere. It will eventually
reach the destination by passing node by node.
Dissemination-based techniques obviously work
well in highly mobile networks where contact
opportunities, which are needed for data diffu-
sion, are very common. They tend to limit the
messages delay, but they are also very resource
hungry. Due to the considerable number of
transmissions involved, dissemination-based
techniques suffer from high contention and may
potentially lead to network congestion. To
increase the network capacity, the spreading
radius of a message is typically limited by impos-
ing a maximum number of relay hops to each
message, or even by limiting the total number of
message copies present in the network at the
same time. When no relaying is further allowed,
a node can only send directly to destination
when/in case met.

According to the Epidemic Routing protocol
[11], messages diffuse in the network similarly to
diseases or viruses (i.e., by means of pair-wise
contacts between individuals/nodes). A node is
infected by a message when it either generates
that message or, alternatively, receives it from
another node for forwarding. The infected node
stores the message in a local buffer. A node is
susceptible to infection when it has not yet
received the message.3 A susceptible node
becomes infected in case it comes into contact
with an infected node (i.e., a node that stores
that message) and receives the message from it.
An infected node becomes recovered (healed
from the disease) once having delivered the mes-
sage to the destination node and, as a result, it
also becomes immune to the same disease and
does not provide relaying to the same message
any more. The dissemination process is some-
how bounded because each message when gen-
erated is assigned a hop count limit giving the
maximum number of hops that that message is
allowed to traverse till the destination. When the

n Figure 3. Taxonomy of routing/forwarding techniques for opportunistic networks.

Epidemic, MV,
Network Coding CAR, MobySpace Infostations, SWIM Ferries, DataMULEs
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Opportunistic
routing/forwarding

2 In opportunistic networks, the concepts of routing and
forwarding are mixed together, since routes are actually
built while messages are forwarded. In this article we use
the terms routing and forwarding interchangeably. 3 The message itself represents the infection/virus.
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hop count limit is one, the message can only be
sent directly to the destination node.

The MV routing protocol [12] is a further step
beyond epidemic routing. Messages are
exchanged during pair-wise contacts as in epi-
demic routing. However, the MV protocol intro-
duces a more sophisticated method to select the
messages to forward to an encountered node.
Basically, the choice depends on the probability
of encountered nodes to successfully deliver
messages to their eventual destinations. The
delivery probability relies on recent-past obser-
vations of both the meetings between nodes and
the visits of nodes to geographical locations. The
name MV protocol itself comes just from Meet-
ings and Visits. A similar approach is followed in
the PROPHET routing protocol [13].

Dissemination-based algorithms also include
network-coding-based routing [14], which takes an
original approach to limit message flooding. Just
to give a classical example, let A, B, and C be
the only three nodes of a small network (Fig. 4).
Let node A generate the information “a” and
node C generate the information “c.” Then sup-
pose the information produced needs to be
known at all the nodes. Hence, nodes A and C
send their information to node B. Then node B,
rather than sending two different packets for “a”
and “c,” respectively, broadcasts a single packet
containing “a” xor “c .” Once “a” xor “c” is
received, both nodes A and C can finally infer
the missing information (i.e., node A can infer
“c” and node C can infer “a”). Network coding-
based routing outperforms flooding, as it is able
to deliver the same information with a fewer
number of messages injected into the network.4
For a more general discussion on network cod-
ing, readers can refer to [15].

Context-based Routing — Most of the dis-
semination-based techniques limit messages’
flooding by exploiting knowledge about direct
contacts with destination nodes. Context-based
routing exploits more information about the con-
text in which nodes are operating so as to identi-
fy suitable next hops towards the eventual
destinations (e.g., the home address of a user is
a valuable piece of context information to decide
the next hop). The usefulness of a host as the
next hop for a message is hereafter referred to
as the utility of that host. Context-based routing

techniques are generally able to significantly
reduce messages’ duplication with respect to dis-
semination-based techniques. On the other
hand, context-based techniques tend to increase
the delay that each message experiences during
delivery. This is due to possible errors and inac-
curacies in selecting the best relays. Moreover,
utility-based techniques have higher computa-
tional costs than dissemination-based techniques.
Nodes need to maintain a state in order to keep
track of the utility values associated with all the
other nodes in the network (i.e., all the possible
destination nodes), and hence need storage
capacity for both state and messages. Finally, the
cost to hold and update the state at each node
should also be considered in the overall protocol
overhead.

In the Context-Aware Routing (CAR) proto-
col [16], each node in the network is in charge of
producing its own delivery probabilities towards
each known destination host. Delivery probabili-
ties are exchanged periodically so that, eventual-
ly, each node can compute the best carrier for
each destination node. The best carriers are
computed based on the nodes’ context. The con-
text attributes needed to elect the best carrier
are, for example, the residual battery level, the
rate of change of connectivity, the probability of
being within reach of the destination, and the
degree of mobility. When the best carrier
receives a message for forwarding, it stores it in
a local buffer and eventually forwards it to the
destination node when met or, alternatively, to
another node with a higher delivery probability.
CAR provides a framework for computing next
hops in opportunistic networks based on the
multiattribute utility theory applied to generic con-
text attributes. The simulation results show that
CAR is more scalable than epidemic routing, as
the protocol overhead is approximately constant
regardless of the node buffer size.

In MobySpace Routing [17], the nodes’ mobili-
ty pattern is the context information used for
routing. The protocol builds up a high dimen-
sional Euclidean space, named MobySpace ,
where each axis represents a possible contact
between a couple of nodes, and the distance
along an axis measures the probability of that
contact to occur. Two nodes that have similar
sets of contacts, and that experience those con-
tacts with similar frequencies, are close in the
MobySpace. The best forwarding node for a
message is the node that is as close as possible
to the destination node in this space. Obviously,
in the virtual contact space just described, the
knowledge of all the axes of the space also
requires the knowledge of all the nodes that are
circulating in the space. This full knowledge,
however, might not be required for successful
routing (see [17] for more details).

ROUTING WITH INFRASTRUCTURE
Routing Based on Fixed Infrastructure — In
infrastructure-based routing, a source node wish-
ing to deliver a message generally keeps it until
it comes within reach of a base station belonging
to the infrastructure, then forwards the message
to it. Base stations are generally gateways
towards less challenged networks (e.g., they can
provide Internet access or be connected to a

n Figure 4. Example of network-coding efficiency.

a c

c = a + m a = c + m

m = a + cA C

B

4 So far, network coding-based routing solutions have
been applied only to infrastructureless opportunistic net-
works. This is the reason why we have included this solu-
tion in the infrastructureless section. However, it can be
envisioned that in the near future network coding will also
be applied to infrastructured opportunistic networks.
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LAN). Hence, the goal of an opportunistic rout-
ing algorithm is to deliver messages to the gate-
ways, which are supposed to be able to find the
eventual destination more easily. Two variations
of the protocol are possible. The first one works
exactly as described above, and only node-to-
base-station communications are allowed. As a
result, messages experience fairly high delays.
The classic example of this approach is the Infos-
tation model [18].

A second version of the protocol allows both
node-to-base-station and node-to-node commu-
nications. This means that a node wishing to
send a message to a destination node delivers
the message to the base station directly, if within
communication range; otherwise, it delivers the
message opportunistically to a near node that will
eventually forward it to the base station when
encountered (routing schemes presented earlier
can be used in this phase). Such a protocol has
actually been proposed in the Shared Wireless
Infostation Model (SWIM) [8].

As results from the above examples, histori-
cally, fixed base stations play a passive role in
the opportunistic forwarding strategy because
simply act as information sinks (e.g., Infostations
[18]). However, many benefits can be envisioned
by running an opportunistic routing algorithm
also at base stations. Base stations, for example,
can simply collect the messages sent by the visit-
ing nodes and then wait for the destination
nodes to be within reach to forward the stored
messages to them. Base stations of a mobile
infrastructure (described in the next section) typ-
ically play such an active role.

Routing Based on Mobile Infrastructure
(Carrier-Based Routing) — In carrier-based
routing, nodes of the infrastructure are mobile
data collectors. They move around in the net-
work area, following either predetermined or
arbitrary routes, and gather messages from the
nodes they pass by. These special nodes are
referred to as carriers, supports, forwarders,
MULEs, or even ferries. They can be the only
entities responsible for messages delivery, when
only node-to-carrier communications are
allowed, or they can simply help increasing con-
nectivity in sparse networks and guaranteeing
that also isolated nodes can be reached. In the
latter case, delivery of messages is accomplished
both by carriers and ordinary nodes, and both
node-to-node and node-to-carrier communica-
tion types are allowed.

The data-MULE system [19] focuses on data
retrieval from sparse wireless sensor networks. It
consists of a three-tier architecture:
• The lower level is occupied by the sensor

nodes that periodically perform data sam-
pling from the surrounding environment.

• The middle level consists of mobile agents,
named MULEs, which move around in the
area covered by sensors to gather their
data.

• The upper level consists of a set of wired
APs and data repositories which receive
information from the MULEs. They are
connected to a central data warehouse
where the data received is stored and pro-
cessed.

In the message-ferrying approach [20], extra
mobile nodes are opportunistically exploited to
offer a message relaying service. These nodes
are named message ferries and move around in
the network where they collect messages from
source nodes. Message collection may happen in
two ways:
• Node-initiated message ferrying: the ferry

node moves around following a predefined
and known path. Each node in the network
has knowledge of the paths followed by
active ferries, and moves to meet ferries
when it has data to deliver.

• Ferry-initiated message ferrying: the ferry
node, again, moves around following a pre-
defined, default path. Any source node
wishing to deliver messages sends a Ser-
viceRequest to the ferry (via a long-range
radio signal), which also includes its current
position. After having received the request
from the source node, the ferry changes its
trajectory to meet up with the source node.

CONCLUDING REMARKS AND
FUTURE TRENDS

At the top level of our taxonomy, we have divid-
ed routing techniques for opportunistic networks
between algorithms that do exploit some form of
infrastructure and algorithms that do not. Actu-
ally, the vast majority of studies in the literature
follow this distinction. We believe that a very
interesting area still to be investigated is how to
design multitier opportunistic networks. In this
sense, the data MULEs and message-ferrying
architectures are the most promising approach-
es. They are susceptible to various improvements
but have the potential to be utilized as bases for
more general and global architectures. For
example, in the data MULEs approach, lower-
level nodes exploit the higher level and more
capable mobile devices (the MULEs), which, in
turn, exploit a further infrastructure level, (i.e.,
the APs). However, routing algorithms exploited
at each layer are pretty trivial or do not exist at
all. Instead, we can envision a multitier fully
opportunistic network. In such a network, each
level of the infrastructure is an opportunistic
network in which nodes may exploit routing
algorithms to communicate among themselves,
and may rely on the upper levels of the infra-
structure to reach nodes that are too far away.
For example, a low level can consist of devices
such as PDAs, or smart phones. An opportunis-
tic routing algorithm can make those devices
able to communicate with each other. To reach
nodes too far away for such routing to be effec-
tive, a higher level consisting, for example, of a
“city-bus network” might be used. In this sce-
nario, buses will act similarly to MULEs. How-
ever, multihopping will be used also at this level
of the network via a (possibly different) oppor-
tunistic routing algorithm. This will enable con-
nection among different clouds of the lower-tier
devices just by relying on the city-bus network.
Clearly, the city-bus network might exploit fur-
ther infrastructure levels such as a mesh network
formed by APs, or even access the Internet
through standard Wi-Fi APs.
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Designing such an opportunistic multitier net-
work is one of the most interesting challenges
that can currently be envisaged. Once designed
and developed, such a network might actually
represent a fundamental building block for the
next-generation Internet.
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