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Abstract— Group-Communication (GC) applications are
a promising class for real-world MANETs. To understand
their practical viability, we have implemented a full-
stack prototype in a real MANET testbed, running an
extensive set of experiments on it. In this paper we analyse
the performance of a P2P shared-tree multicast protocol
to support GC applications. Specifically, we have used
Scribe, a popular and efficient solution meant for the
legacy Internet. Unfortunately, our results show that such
solution is not suitable for MANETs. We identify the
Scribe structured multicast approach as the main cause of
inefficiency, and discuss why structure-less solutions may
be preferable.

I. INTRODUCTION

Research on 802.11 multi-hop ad hoc networks
(MANETs) dates back to almost ten years ago. While
the research community has been very active in this
field, MANET technologies have not yet had significant
impact on the daily life. We believe that a reason is
the fact that researchers have privileged a simulation
and/or theoretical-driven approach to analyse MANETs’
behavior. Simulation and theoretical analysis are very
helpful tools since they allow to manage large scales,
control parameters’ variation, etc. However, propagation
over wireless medium is so complicated to precisely
model, that experimenting on real test-beds is a must.
Just relying on simulation and theoretical models might
lead to conclusions that do not match real measures [1],
[2]. Furthermore, little effort has been devoted to analyse
MANETs behavior with respect to realistic applications.
Much effort has been spent on evaluating the behavior of
single protocols (mostly at the routing layer) using CBR-
or FTP-like applications. Just a few works (e.g., [3])
try to envision application scenarios in which MANETs
could be an enabling factor for applications, rather than
a hostile networking environment to cope with.

In this paper we investigate the networking require-
ments of Group-Communication (GC) applications in
MANET environments. Specifically, we focus on a dis-
tributed whiteboard (WB) running on MANET nodes.

WB allows users to share content within members of
a community, thus representing an interesting example
of MANET-oriented application (see Section II-A). To
support WB, we use a P2P middleware platform made
up of a structured overlay network, and an application-
level multicast protocol. This choice might not look
intuitive. In fact, also standard routing-level multicast
allows group communications, but P2P systems provide
several other valuable services for GC applications. In
particular, they provide a decentralised, self-organising
and self-healing environment, along with features like
subject-based routing, distributed data storage/retrieval,
and load balancing. Such features, originally devised for
P2P overlay networks in the legacy Internet, are also well
suited for a decentralised and dynamic environment like
a MANET, even though some optimizations are needed
to improve their performance [4], [5], [6].

In this paper we mainly focus on the multicast protocol
performance and WB usability. To this aim, we have
implemented a full-stack prototype (including all layers
from the physical up to the application) in a real-
MANET testbed, running an extensive set of experi-
ments. In our prototype we used Pastry [7] and Scribe [8]
to implement the overlay network and the multicast
protocol, respectively (see Section II). This choice was
motivated by results reported in [9] that show how this
platform outperforms other ones (e.g., CAN) providing
equivalent services.

Experimental results, with special emphasis on the
performance of Scribe, are discussed in Sections IV
and VI. Specifically, we focus on the QoS provided
to WB users in terms of average delay and packet loss.
Purposely, we report only results gathered from static
MANETs. Taking also into account users mobility would
have added further dimensions to the parameters space,
making results quite difficult to understand. Outcomes of
these experiments highlight severe limitations of Scribe
in supporting GC applications over MANETs. Even
though refined software releases might improve the user
QoS (Section III), there are intrinsic Scribe features
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that hinder from using it in MANETs. They mainly
stem from the design choice of concentrating all the
application-level traffic on one single node (the Scribe
Root Node) before delivering it to final destinations.

Our results highlight two main bottlenecks resulting
from this choice. On one hand, the root node is very
likely to be overloaded by the traffic generated by non-
root nodes. In this case, application-level messages are
discarded at source nodes, or suffer very high delays. In
Section IV we show that in such cases GC applications
can be reasonably used just with light traffic load (i.e.,
below 10 packets per second generated by each user). On
the other hand, we have also found that, as soon as few
nodes are more than 2-hop away from root, the whole
system performance drastically decreases.

Finally, in Section VI we highlight that the structured
multicast approach used by Scribe is one of the main
reasons of these inefficiencies. Specifically, structured
multicast tends to concentrate the application load on
few nodes and links that may become easily overloaded.
Therefore, we highlight that structure-less multicast ap-
proaches can avoid such concentration, representing an
interesting possibility to support GC applications in
MANETs.

A. Related work

Experiment-based research on wireless networks, and
particularly on MANET, is gaining momentum in the last
few years [10], [11]. Having controllable, reproducible
and reasonable-size wireless testbeds is not trivial. Thus,
several research efforts are focusing on how to design
and implement testbeds that the whole community can
exploit [12], [13], [14], [15]. One of the main issues
of simulation and theoretical analysis is the accuracy of
wireless channel models. Therefore, a number of papers
analyse wireless channel features aiming at providing
realistic models (see, for example, [1] and references
herein). Other research efforts target the experimental
evaluation of routing [16], [17] or transport [10], [11]
protocols on MANETs.

This paper complements our previous works on exper-
imental analysis of middleware platforms for MANETs.
The work in [4] and [6] focuses on issues related to
structured overlay networks. Specifically, these papers
compare Pastry and CrossROAD [18], an optimised
P2P overlay network for MANETs. They show how
cross-layer interactions with a proactive routing protocol
can be a key to implement structured overlay networks
over MANETs in a very efficient way. In [19] we
started analysing the performance of GC applications
on MANETs, showing the advantages of using Cross-
ROAD to efficiently support them. Instead of focusing

exclusively on the overlay network, this paper analyses
how a legacy P2P multicast protocol (i.e., Scribe) works
in this scenario.

II. EXPERIMENTS SETUP

A. Application and Protocol Stack

One of our targets is to envision realistic MANET
applications and understand how they should be de-
veloped in practice. From this standpoint, GC appli-
cations are quite interesting. They fit well the overall
features of MANETs since they are distributed, self-
organising, and decentralised in nature. As a simple -
yet significant - example, we developed a Whiteboard
application (WB), which implements a distributed white-
board among MANET users. WB usage is very intuitive.
Users run a WB instance on their own devices, select
a topic they want to join, and start drawing on the
canvas. Drawings are distributed to all devices subscribed
to that topic, and rendered on each canvas. WB is
just an example of a broader range of applications,
including distributed messaging, distributed gaming, etc.
We believe that this kind of applications can be valuable
to MANET users, and they can thus contribute to bring
MANET technologies into everyday life.

WB has been developed on top of the network protocol
stack shown in Figure 1(a). Specifically, WB runs on
top of a P2P middleware layer made up of a structured
overlay network (Pastry [7]), and an application-level
multicast protocol (Scribe [8]). WB maps each interest
group (i.e., each topic) to a multicast tree, and exploits
the multicast protocol services to deliver information to
group members. At the routing layer we used OLSR [20]
since, in previous experiments on our testbed ([5], [4],
[19]), it has shown to outperform reactive routing pro-
tocols (namely, AODV [21]) without generating signifi-
cantly higher overhead. Previous results also showed that
Pastry is characterized by some inefficiencies in ad hoc
environments. To deal with them, an optimised solution
(CrossROAD [18]), which exploits main features of a
cross-layer architecture [22], has been defined.

In this paper we do not take into account any cross-
layer optimization. Before designing a completely new,
optimized, multicast system, we want to understand
whether a legacy solution could be suitable for GC
applications on MANETs, and in which directions it
should be improved, if the case. Since Pastry and Scribe
[8] have shown to outperform other similar solutions in
the legacy Internet [9], we start from their evaluation in
a real testbed1.

1Actually, we used the free implementation of the Rice University,
included in the FreePastry package [23].



3

Whiteboard

Scribe

Pastry

TCP/UDP

OLSR

app

P2P mw

transport

routing

(a) protocol
stack

C

B
F

R1

R2

E

A

D

(b) network topology

Fig. 1. Protocol stack and network topology of our testbed.

Pastry implements an overlay network in the form
of a Distributed Hash Table (DHT). Each node gets a
logical address within a circular address space as the
hashed value of its IP address. A key is attached to each
message to be sent on the overlay. The final destination
of the message is the node with the closest address (in the
circular space) to the hashed key. The onus of defining
a key for each message lies with the layer running on
top of Pastry (Scribe in this case).

Scribe exploits the DHT to build shared trees among
groups of nodes. Each tree is identified by a topic.
Scribe defines a Root Node, as the node in the overlay
whose address is the closest one to the hashed topic. In
Figures 2 and 3 the root is node C. Each node willing
to join the tree sends a subscribe message specifying the
topic as the key. If the local node does not directly know
the root of the topic, the message is forwarded using a
multi-hop route at the middleware level, which might
require a higher number of hops at the routing level.
An intermediate node receiving such message either
subscribes itself to the same tree by sending its own
subscribe message towards the root (e.g., node B after
step 1 in Figure 2), or discards the message if it is already
a member of the tree (e.g., node B in step 3 in Figure 2).
In both cases, it enrolls the node from which it received
the message as a child. Messages to be delivered over
the tree are first sent towards the root of the topic (step 1
in Figure 3), and subsequently delivered by each parent
to its children (steps 2 and 3 in Figure 3). Note that
Pastry uses TCP connections to carry these application
messages.
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Fig. 3. Scribe delivering data

B. Network topology

Figure 1(b) shows the network topology we used. In
each trial nodes A to E ran the whole protocol stack,
including the WB application, while nodes R1 and R2
just worked as routers. We think this is a reasonable sce-
nario for standard, stand-alone MANETs. Specifically, it
lies within the ad hoc horizon defined in [2], i.e., up to
10-20 nodes, and up to 2-3 hops. Theoretical [24] and
experimental [2] results show that MANETs beyond this
horizon are unable to deliver reasonable throughput to
users, and thus they are not likely to be really deployed.

C. Experiments definition and performance indices

In our experiments all nodes were IBM ThinkPad
R50 laptops with integrated 802.11b wireless card (Intel
PRO-Wireless 2200). The OS was linux-2.6.12.3,
loading the ipw2200 driver for the network card.
The experiment software can be downloaded from
http://bruno1.iit.cnr.it/scribe exp sw/.

In all the experiments nodes A to E ran the WB
application. Specifically, a single tree joined together
these nodes, that were thus members of the same group.
Users interactions were simulated by the application
alternating between active and idle phases. Specifically,
in each active phase the application generated traffic on
the network corresponding to strokes drawn on the WB.
Both the number of strokes drawn during an active phase,
and the duration of an idle phase were exponentially
distributed. Such a traffic profile is bursty, representing
the typical behavior of a user that sends content to be
shared with the group, and then “idles”, looking at the
data generated by other users.

We ran experiments by varying both the average idle-
phase duration, and the average number of strokes per
active phase. Each trial was composed by 100 active/idle
cycles, and we took care that each node running WB
generated at least 100 messages2. To make trials start at
the same time at different nodes, we synchronised the
nodes before each trial, and scheduled the trial start at
the same time on each node.

2A distinct message was sent for each stroke. The size of each
message was 1448 bytes.
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In the following, each trial is identified by the
application-load index, measured as the number of Pack-
ets Per Second (pps) generated by each user. This index
is defined as the ratio between the average number of
strokes generated in a cycle, and the average duration
of an active/idle cycle. We have found that this simple
index is sufficient to correctly identify usage cases for
our scenario.

The main performance indices presented in the follow-
ing are the packet loss and the average delay experienced
by each node during the experiment. The packet loss
is defined as 1 − Ri∑N

j=1
Sj

, where Ri is the number of

messages received by node i, and Sj is the number of
messages transmitted by the j-th node. The average delay
experienced by node i is defined as

∑Ri

j=1 dij/Ri where
dij is the delay experienced by node i in receiving packet
j. We have also defined a usability threshold for the
application, indicating reference values for both delays
and packet loss. Beyond these thresholds the application
performance is not compliant with users expectations.
To have reasonable values, in our case we assume 10s
delay and 15% packet loss as thresholds. Of course they
closely depend on the specific application requirements.
We replicated each configuration several times, obtaining
quite variable results due to the characteristic variability
of the wireless medium. In this paper we show the best
results measured in each configuration.

III. EVOLUTION OF SOFTWARE RELEASES

In [19] we reported a first set of experiments run
with the FreePastry 1.3 release. We found that the
Pastry/Scribe platform was practically unable to support
even light application loads. Afterwards, we used one of
the latest versions of FreePastry (1.4.1) to compare sys-
tem performance and highligth improvements introduced
by software releases. Specifically, Figures 4 and 5 show
respectively the performance we measured in terms of
average delay and packet loss for both software releases.
Each figure shows the performance measured in the best
case (that, clearly, is achieved by the Scribe Root Node,
since all WB messages have to be firstly sent to it), and
the average performance achieved by non-root nodes. Let
us firstly focus on “Pastry 1.3” curves. The Scribe Root
Node experiences a reasonable QoS for all application
loads (i.e., 0.2 pps, 0.5 pps, and 0.8 pps). Specifically,
the root-node average delay is always below 5s, and the
packet loss below 15%. But other nodes obtain a largely
unsatisfactory service. We can identify a critical point
for an application load between 0.2 and 0.5 pps. Even
though the average delay at 0.5 pps is about 2.3s, the
packet loss increases to 32.86%. Note that beyond this

critical point the system becomes pretty unstable and
quite unpredictable. When the application load increases
to 0.8 pps, the packet loss slightly decreases to 26.50%,
while the average delay increases to 13.18s. Overall,
the system is reasonably usable only for very light
application loads, and deploying applications like WB
on this platform becomes quite questionable.
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Let us now focus on “Pastry 1.4” curves. FreePastry
1.4.1 has introduced major modifications to the overlay
building and maintenance procedures, drastically reduc-
ing the overhead and improving the overlay stability [23].
Thus, it was interesting to explore if this new release
improves the performance in our scenario.

By looking at Figures 4 and 5 the performance im-
provement is evident. The critical point moves by more
than one order of magnitude, lying now between 5 and
10 pps. Indeed, at 5 pps also non-root nodes experience
reasonable QoS, since the average delay is about 3.5s,
and the packet loss is 5%. On the other hand, at 10 pps
and beyond the application becomes hardy usable at any
node. Note that, even though the average delay at root
node would be almost acceptable also at 10 and 20pps
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(i.e., it is below the usability threshold), the packet loss
increases to 35% and 42%, respectively.

Note also that between 10pps and 20pps the delay
curve relative to the root node flattens. This is actually
a side effect of the higher packet loss experienced at
20pps. In detail, in the topology of our experiments, non-
root nodes are either 1 or 2 hops away from root. In
the next section we show that even at 20pps 1-hop-away
nodes are able to send to root almost all the traffic locally
generated. The additional packet loss experienced by root
at 20pps is thus due to less messages received from 2-
hop-away nodes. In other words, out of the whole bunch
of messages received by root, the fraction of messages
received by 1-hop-away nodes increases when the traffic
load shifts from 10 to 20pps. Since messages from
1-hop-away nodes experience significant lower delay
than messages from 2-hop-away nodes, the fraction of
messages experiencing low delay increases too. This
reduces the average delay measured at root, resulting in
the flat shape of the curve. The same phenomenon does
not apply to non-root nodes. Recall that messages have
to reach the root before being delivered to other nodes.
The delay experienced by non-root nodes in receiving
messages from root increases between 10 and 20 pps.
Thus, even though in both cases messages experience
– on average – the same delay between the originating
node and root, in the 20 pps case they undergo higher
delay along the path between root and the final destina-
tion.

To summarise, the above analysis shows a steep im-
provement in the user-perceived QoS when moving from
a FreePastry release to a more advanced one. However,
a critical point still exists, beyond which it practically
makes no sense to use GC applications like WB on
this platform. At this point it is important to understand
whether this critical point is going to eventually disap-
pear thanks to future software releases, or it is intrinsic
to the Pastry/Scribe design. In the following sections
we analyse the results achieved with FreePastry 1.4.1
more in depth, and show that, independently of software
refinements, the design of Scribe includes features not
suitable for the MANET environment.

IV. USER QOS: A RATHER OPTIMISTIC SETUP

In this set of experiments we have placed the root node
at the center of the topology to minimise the average hop
distance to any other node. Since it is well-known that
TCP performance drastically worsen as the hop distance
increases ([2], [5]), this represents an optimistic setup.
To have a clearer picture of the system behavior, we now
focus on the average delay and packet loss experienced
by each single node. Specifically, curves in Figure 4 and

5 show the average performance experienced by non-root
nodes, and thus provide indications about the average
QoS a user may expect. In this section we analyse
the performance of nodes at 1 and 2 hops from root
separately. Together with the “root-curves” in Figures 4
and 5 this provides a precise view of the expected QoS
with respect to the nodes’ position in our topology.
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Figures 6 and 7 show the packet loss experienced by
each single node towards and from root, respectively. The
packet loss of the i-th node towards root is defined as the
ratio between the number of messages generated at the
i-th node and not received by root, and the number of
messages generated at the i-th node. The packet loss of
the i-th node from root is defined as the ratio between the
number of messages not received by the i-th node out of
the total number of messages sent by root, and the total
number of messages sent by root. Note that, due to the
Scribe architecture, root not only sends messages locally
generated, but also messages that it receives from all the
other nodes. In addition, the i-th node experiences packet
loss 0 only if i) the packet loss of all nodes towards root
is 0, and ii) the packet loss of the i-th node from root is
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0.
On one hand, Figures 6 and 7 confirm that, as far as

the packet loss, the critical point for WB usability lies
between 5 and 10pps. Indeed, below 5pps the packet loss
towards root is 0 at all nodes. This means that all nodes
are able to send messages locally generated to root. Apart
from node F, also the packet loss from root is 0 at all
nodes. Thus, the overall packet loss experienced by all
nodes (not shown here for the sake of space) is 0 at 5pps
and below, making WB usable.

On the other hand, Figures 6 and 7 show a drastic
difference between nodes at 1 hop and 2 hops distance
from root. Even though the magnitude of this difference
is quite surprising, a steep perfomance decrease in the
case of multi-hop connections was expected (see, for
example, [2], [5]). Specifically, Figure 6 shows that,
even at 10 pps and 20 pps, 1-hop-away nodes are able
to send all their messages to root. Instead, 2-hop-away
nodes see their outgoing traffic cut by 50% to 89%.
Figure 7 shows a similar trend, in the sense that 2-hop-
away nodes experience a far higher packet loss than 1-
hop-away nodes at 10 and 20 pps. However, there is
a difference worth to be noted. While for 2-hop-away
nodes the packet loss is higher in the direction towards
root, for 1-hop-away nodes the packet loss is higher in
the direction from root. At a higher level, one could note
that as the traffic load increases, Scribe cuts it because
the root node becomes overloaded. In our configuration,
while 1-hop-away nodes suffer only in the direction from
root, 2-hop-away nodes mainly suffer in the direction
towards root. Actually, we have found configurations
in which for both cases (i.e., 1 and 2 hops) the main
traffic cut occurs in the direction from root (results are
not shown here due to lack of space). Understading the
reason of this behavior is not trivial, thus we are currently
analysing the system even more deeply. However, it
should be noted that, as far as the application-level QoS,
the precise direction along which the main traffic cut
occurs is not that important.

Figures 6 and 7 finally show that the presence of
2-hop-away nodes makes the application unusable also
for 1-hop-away nodes. For example, let us focus on the
10 pps case. Nodes 1-hop away from root measure 0
packet loss on both directions. However, they are unable
to receive most of the messages generated at nodes 2-
hops away from root, because those nodes suffer very
high packet loss towards root. This highlights that, since
all messages have to be firstly sent to the root, a poor
connection between a particular node and root makes all
other nodes unable to receive the messages generated by
this node.

Analysing the delay figures allows us to highlight a

avg/percentiles root 1 hop 2 hops
1pps avg 0.032 0.055 0.100

90 0.070 0.115 0.221
95 0.126 0.159 0.316
99 0.282 0.321 0.604

5pps avg 2.710 2.900 3.924
90 11.00 11.29 13.15
95 13.74 13.95 16.62
99 23.19 23.28 25.71

10pps avg 10.22 10.57 14.52
90 34.06 34.79 43.11
95 65.06 65.11 71.36
99 101.4 101.4 101.8

20pps avg 9.11 13.12 21.15
90 23.09 31.11 88.03
95 86.30 89.30 115.1
99 145.4 145.7 146.4

TABLE I

DELAYS DEPENDING ON THE HOP-DISTANCE FROM ROOT

(SECONDS).

further feature of the system. Specifically, Table I shows
the average delay and the main percentiles depending
on the application-traffic load, and on the hop-distance
from root. By looking at the average delays only, one
could conclude that the application is usable even at
10pps by nodes at most 1-hop away from root. However,
defining the usability threshold with respect to the 90th
percentile instead of the average value, the critical point
shifts below 5pps (for all nodes).

Table I also shows a drastic difference between 1pps
and the other traffic loads. Indeed, at 1pps WB perfor-
mance are completely satisfactory, as the 99th percentile
for 2-hop-away nodes is about 600ms. At higher traffic
loads there is a significant difference between the average
delays and the 90th percentiles. This suggests that the
delay distributions have a long tail. This is confirmed by
looking at Figure 8, which plots the CCDF of delays
measured at root node. Clearly, for each traffic load,
the CCDF at root is a lower bound of CCDFs at any
other node. Figure 8 shows that CCDFs for application
loads of 5pps and beyond can be lower bounded by a
Pareto distribution with parameter 0.25. Specifically, they
show a long-tail pattern in the range from 5ms to 10s.
At the application level, this means that, even though
the average delay can lay below the usability threshold,
delay values are highly variable, and thus no strict QoS
guarantees can be granted.

From results presented in this section we can conclude
that the centralised approach of Scribe generally hinders
the use of GC applications over MANETs. Specifically,
we have highlighted two main inefficiencies:

• even few nodes poorly connected to root prevent all
nodes from using GC application properly;
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• the root node very likely experiences a long-tailed
delay distribution. In these cases any other node ex-
periences the same pattern in the delay distribution.

Both these drawbacks are intrinsic to the Scribe de-
sign, and cannot be removed by refined software releases.
Note also that our experiments were run with quite
powerful laptops. Performance could thus be even worse
in case of less powerful devices, such as PDAs, that are
natural candidates to be used in MANET environments.

V. SYSTEM PERFORMANCE VARYING THE SCRIBE

ROOT NODE LOCATION

In the experiments presented so far, the Scribe Root
Node was always at the center of the network topology
and all other nodes were 2 hops away at most. How-
ever, in the general case no assumptions about the root
location can be done. Therefore, we ran a further set
of experiments by placing the root node at one edge
of the network. This might sound like a pessimistic
configuration, but it should be noted that having the root
node at one edge of the network is more likely than
having it at the center of the topology. In detail, with
respect to the topology in Figure 1(b), we swapped the
positions of nodes C (root node) and A. This setup also
allows us to better analyse the impact of longer paths on
Scribe, since we now have TCP connections spanning 1
to 4 hops.

Figures 9 and 10 show the performance measured at
each single node in terms of average delay and packet
loss respectively. They confirm that the system now is
usable just at lighter application loads. Even at 1 pps,
while the packet loss is 0 at all nodes, the average delay
ranges between 5 and 10s. Thus, even at 1 pps, the
system is usable just for applications with loose delay
constraints. At a load of 5 pps the system is completely
unusable for nodes 3-hop away from root and beyond.
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At higher loads, the performance might be too low even
for the root node.

VI. DISCUSSION AND FUTURE WORK

Scribe was designed having in mind a resource-rich
environment, such as the legacy wired Internet, and it
has shown to perform very well in it [9]. However, when
used over MANETs, the centralised approach, in which
a root node is in charge of delivering all application
messages, leads to very low performance in terms of
packet loss and delay.

More in general, we believe that one of the main
reasons of these low performance is the use of a struc-
tured multicast solution. Apart from requiring significant
overhead in terms of management traffic, these solutions
tend to concentrate the costs of the application (in terms
of network/computation resources) on a few nodes and
links. If these nodes/links are underprovisioned, or hap-
pen to be placed in adverse locations, the whole system
may implode, making it unable to support the applica-
tion. Structured solutions are a good choice in large-scale
systems designed for the legacy Internet (like Scribe
is). Indeed, in this case the network and computational
resources are not a big issue, and structured solutions
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allow the system to scale up to thousands of nodes.
However, growing up to such a scale is not reasonable for
MANETs. Theoretical results and practical experiences
(e.g., [24], [2]) show that the most reasonable scale for
MANETs based on 802.11 technologies is up to 10-20
nodes, and 2-3 hops. Furthermore, concentrating the load
on a few resources and managing the multicast structure
may become serious problems in MANETs.

Based on these remarks, we believe that structure-
less multicast be a more reasonable choice in this
environment. For example, approaches like Differential
Destination Multicast (DDM, [25]) and Route Driven
Gossip (RDG, [26]) seem to be very interesting solu-
tions. Each member of a multicast group knows the other
members of the same group (actually, RDG also works
with partial knowledge). When a message is locally
generated, it is sent to the group members by using
the underlying routing protocol, without requiring any
multicast structure3. These approaches spread the load
more evenly over the nodes and links of the network,
avoid concentration on a few nodes/links, and typically
work remarkably well in small to medium size networks.
However, they require costly mechanisms to collect and
maintain the (partial) list of group members at each
node. Typically, nodes have to periodically flood the
network to announce their presence, or to check for other
nodes’ liveness. Therefore, we are currently designing
an improved version of Scribe, that retains the structure-
less features of DDM and RDG, but avoids such costly
mechanisms by exploiting a cross-layer approach.
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