An Adaptive Low-latency Power Management Protocol for
Wireless Sensor Networks

Giuseppe Anastasi’, Marco Conti*, Mario Di Francesco’, Andrea Passarella*
Pervasive Computing & Networking Lab. (PerLab)

‘Department of Information Engineering
University of Pisa, Italy
{firstname.lastname}@iet.unipi.it

ABSTRACT

Energy conservation in wireless sensor networksastical issue.
An efficient method to reduce power consumption ststs in
powering off the nodes’ wireless transceiver whemmunication
is not needed. Under this approach sleep/wakeupdsbés of
different nodes have to be synchronized. In additiuring the
sleep phases nodes cannot communicate, and thirg reigult in
high delay. In this paper we introduce an adapive low latency
power-management protocol based on sleep/wakeupdsies.
The protocol is well suited for data collection kgations in
which sensors have to periodically report to a sihktaggers the
schedules of the nodes, in order to minimize tHayd®ne major
advantage of this protocol is that the schedulesaatomatically
adapted based on the network congestion and oapplkcation
traffic demand, so that the network can operatiieftly and
completely unattended even in very dynamic conadiio
Simulation results show that our power-managementopol
effectively reacts to traffic and topology variat® without
scarifying performance in terms of energy consuamtdelivery
ratio and delay. Furthermore it achieves lower @yer
consumption, collision ratio and delay than commoatlopted
fixed sleep/wakeup schemes.
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1. INTRODUCTION

The increasing miniaturization of electronic comgots and the
advances in wireless technologies has fosteredangseon

wireless sensor networks. In one of the classiceisod sensor
network consists of a large number of tiny sensmtes deployed
over a geographical area. Each node is a low-palseice that

integrates computing, wireless communication, arehsing

capabilities. Sensor nodes are thus able to seimssicpl

environmental information (e.g., temperature, huipid
vibrations, accelerations, and so on) and prod¢esadquired data
locally, or send them to one or more collectionnt®i(usually

referred to as sinks or base stations) typicalhpugh wireless
communications [4].

The key concern in wireless sensor networks is ggner
consumption, as sensor nodes are battery poweresl.battery
has limited capacity and often cannot be replacadrecharged,
due to environmental or cost constraints. Thereftire design of
a sensor network should be energy aware in ordguradong
network lifetime. If we break down the energy exgieure of a
sensor node we can see that typically the wireksdi® consumes
the highest energy share (much more than the seresiva
processing components). For example, in a typeaésr node the
energy cost of transmitting a bit of informationapproximately
the same as the cost of executing a thousand apesals].
Furthermore, the power consumed when the radistever is
idle is often nearly the same as the power consumethe
transmit or receive mode [5]. Since the trafficdoaf typical
applications is in the order of few tens of Kbpsjemy
consumption during idle phases is seen as a manteco.
Techniques based on in-network data aggregatioch (as TAG
[6]) reduce the amount of data to be carried to gimk, thus
helping to conserve energy. But the most effecteg to reduce
energy consumption is powering off the transceiwenen
communication is not needed.

In this case sensor nodes alternate between slegpvakeup
periods, and neighboring nodes need to coorditei@telves by
implementing a sleep/wake schedule in order to make
communication possible. This technique is referredas duty-
cycling. Unfortunately, designing efficient dutyating schemes
is not straightforward. First, duty cycling introzhs additional
delays in the packet delivery, as packets cannotrdresmitted
until destination nodes wake up. Latency requirgsane highly
dependent on the application. For example, objextking or
event detection require quick response to the wobder
phenomena, so high latencies are not feasible.gbiegj energy



efficient solutions which at the same time achite latency in
packet delivery is thus a challenging task. Secandst duty-
cycling schemes use fixed parameters. In this c¢hseratio
between wakeup and sleep periods is defined betbee
deployment, and once chosen it cannot be chandgreld Eluty-
cycling schemes require rather simple synchroromati
mechanisms, but the designer has to know the nkttepology
and the traffic pattern a priori. This is not alwayossible, and
thus adaptive duty-cycle schemes are requiredhisncase there is
no parameter to fine tune during the initial netevdeployment,
because the protocol dynamically adapts the sled@mp periods
to observed operating conditions.

In this paper we propose a new adaptive power neamegt
protocol based on sleep/wakeup schedules, whichlendoth
low-power and low-latency communication in wirelessnsor
networks. The power management protocol is targébedata
collection applications (e.g. environmental monitgr[1], [2]), in

which sensor nodes have to periodically report teirgk. It

organizes nodes in a logical tree rooted at thk, €ind staggers
wakeup phases of nodes in adjacent levels in #® ¢p as to
minimize the delay towards the sink. With respeabther similar
approaches, we make in this paper two main corioibs.

Firstly, our power-management scheme is not tight any

particular MAC protocol, and just requires a stadd@SMA/CA

kind of service. Secondly, it is able to quickly aptl the
sleep/wakeup schedule to the operating conditieng.,( traffic

demand, network congestion, etc.). Simulation tesshow that,
thanks to its adaptability, it outperforms commoatiopted fixed
schemes in terms of energy consumption, data-daglnagio, and
delay.

The following sections are organized as followsctiba 2

presents and compares the different approache®deta duty-

cycling power-management schemes. Section 3 descriur

power-management protocol and its adaptation mésman
Section 4 and 5 outline the simulation environmamd discuss
the simulation results, respectively. Finally, doisons are drawn
in Section 6.

2. RELATED WORK

Energy management for wireless sensor networks been
extensively studied in the literature. Differenpepaches has also
been proposed to prolong network lifetime. In tb#ofving we
present some duty-cycling schemes, since this dsatlea more
closely related to this paper.

A class of power aware protocols include a low etgle scheme
for energy conservation at the MAC layer. B-MAC (Bsley
MAC) [8] defines a duty-cycle through a channel pany
technique called Low Power Listening (LPL) and an
asynchronous sleep/wakeup scheme based on padketdomg
preambles. S-MAC (Sensor-MAC) [7] uses sync packets
coordinate the sleep/wakeup periods of nodes inngtevork.
Every node can specify its own schedule or follbw $chedule of
a neighbor. T-MAC (Timeout MAC) [9] is an enhancerhef S-
MAC designed for variable traffic load. T-MAC defis a timeout
based activation period: if no event occurs aftey activation
period a node can go to sleep. DMAC [10] is an &dapluty-
cycle protocol optimized for data gathering trees sensor
networks. DMAC exploits the knowledge of the togpian order
to stagger nodes’ schedules according to theirtipasin the
routing tree. Finally, the IEEE 802.15.4 MAC pratdc[3]

supports a beacon enabledde based on a superframe structure
bounded by special synchronization frames calleattes. Each
superframe is formed by an active period, whereroonication
takes place, and an inactive period, in which nadessleep.

Another class of power management protocols isessprted by
general sleep/wakeup schemes. They do not defineedium
access mechanism nor a way to manage the topolbgheo
network, but they only specify how nodes synchrenidth each
other and rely on a lower MAC for actual data comioation.
Flexible Power Scheduling (FPS) [14] is a power agament
protocol specifically designed for data collectidfPS uses a
coarse-grain time division in slots and a distréalialgorithm for
slot reservation. A node can be in a wake or skafe during
each slot and communicate exploiting an underlyMéC
protocol. Schedules are local and dynamically adaibt respect
to network demand. Finally, [15] presents an adapfower
conservation scheme targeted to data propagatiobis. Scheme
does not require the exchange of control messaggsuapports
heterogeneous sensor nodes.

Duty-cycle based MAC protocols provide significaahergy
savings. However, they suffer from additional laterin packet
forwarding. Thissleep latencys introduced because a forwarding
node has to wait until the destination wakes upteefransmitting
a packet, and increases with the number of hopg Most
effective way to overcome this problem consistsekploiting
upper layer information as in [10]. Another probl&rthat many
duty-cycle schemes are fixed, in the sense thay tannot
dynamically change their operating parameters,the.length of
the sleep/wakeup periods [8], [7]. In this case dbeect choice
of the duty cycle is an issue.

General sleep/wakeup schemes have major advantagesthe
other class. In fact, they are more flexible beeathey do not
tightly depend on specific MAC and physical layeksthe same
time, they can easily exploit additional networkformation
provided by other protocols to achieve higher epsayings. FPS
[14] has the major advantages of being adaptive &iAdC
independent. Unfortunately, FPS does not explaét tietwork
topology to efficiently organize the sleep/wakeiperof nodes,
therefore it can lead to high latencies. The schpnoposed in
[15] is interesting, but seems suitable to very bata rate sensor
network with non periodic traffic generation.

Our power management protocol belongs to the gknera
sleep/wakeup schemes, thus it is independent of MA€C
protocol used. In addition, it dynamically adamtsietwork traffic
and exploits network layer information in order mainimize
packet latency. Finally, it avoids using multipledios to
coordinate neighboring nodes.

3. PROTOCOL DESCRIPTION

3.1 Overview

In the following description we will refer to a @datollection
paradigm where data typically flow from the sourmales to a
sink (data flowing from the sink to the sources arech less
frequent). In addition, we will assume that nodes@ganized to
form a logical tree rooted at the sink used foradfatrwarding
(routing treeor data gathering tree Each parent node has to be
physical neighbor of all its children. The datahgaing tree may
change over time due to route changes (e.g., cabgedode
failures). Also, it may be re-computed periodicablybetter share
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Figure 2. Sleep scheduling protocol parameters

power consumption among nodes, thus prolongingntteork
lifetime. However, as nodes are assumed to becstd® data
gathering tree — once established — remains stabtereasonable
time interval.

The basic idea behind our proposal is that in dcapdata
collection paradigm nodes can achieve low energys@mption
and low latency in transferring data to the sinked their active
periods are staggered according to their positiongathe data
gathering tree. Ideally, the active part shouldtive minimum
amount of time to allow each node to receive datanfits
children, and send data to its parent node. Intaadithe active
part should vary dynamically in order to cope witiriations in
the traffic pattern, network congestion or topology

In our scheme, communication between a parent @nchildren
occurs incommunication period¢CPs) that repeat periodically.
Each communication period is divided into two pmms: atalk

interval (TI), during which nodes communicate by using the

underlying MAC protocol, and ailence intervalduring which
nodes are sleeping (Figure 2). The talk intervalvben a node
and its children is adjacent to the one betweemtht itself and
its parent in order to reduce the energy dissipatioe to state
transitions. Consider a generic nodehaving nodei as parent
and nodek as child. LetCP™ denote them -th communication
period, Tlu.rn the talk interval between nodesand j TI;’k1 the
talk interval between node$ and k . Obviously, the following
condition must hold to ensure the protocol corressn

TIM+TI} <CP™
Information about the communication period and tatkrval are
advertised by parent nodes to children by peridigisending out
special packets namdsktacons Each beacon includes the time
instant at which the next talk interval will staaind the duration
of the next talk interval. Therefore, children kna#en they have
to be awake to meet with the parent. Note thatptio¢ocol does
not require precise synchronization among nodespli guard-
band mechanisms are included to avoid missing psickarent
nodes send out a beacon at the end of each tallvaht In order
to reduce the probability of collision with otheagkets, beacons
are transmitted after a random delay within a begmriod, i.e. a
reserved time period at the end of the talk interva

As the talk interval adaptation policy is the cofeour scheme, in
the following subsections we will describe the algon used to
estimate talk interval duration, as well as thet@rol operations
for varying the talk interval.

3.2 Adaptation algorithm
In our scheme the sleep/wakeup schedule is deflmedhe
communication period and by the talk interval.
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Figure 1. Talk interval variation examples

The length of the communication period is specitigdthe sink.

In fact the communication period is closely relatedthe data
collection interval. For example the user can qubgymaximum
value of temperature, to be collected every 2 naiswin this case
the communication period is set to 2 minutes. Aatam in the

communication period corresponds to a modificatibthe query,

i.e. the new interval for the periodic data acdigsi

Choosing an appropriate talk interval is somewhatteninvolved.
The talk interval of a parent node should be taifoto the time
needed to successfully receive all packets senitsbghildren.
This time period depends on two factors: the nundigrackets
and the MAC protocol used. The number of packetedds on
the number of children, the packet generation atcgonodes, and
the topology. Note that in this work we do not assiany form of
in-network aggregation, which is clearly a worsseaondition
for our protocol. Thus, in a tree-based routingesed, such as the
one assumed in our approach, each non-leaf noderfds all
packets coming from its descendants. On the otlaad hthe
MAC layer used affects the time needed to competaccessful
packet transmission. In fact the MAC protocol detiees the
channel access time, i.e. the time needed to acdé channel
before transmitting a packet.

The ideal value for each talk interval is the minimvalue which
allows the parent to successfully receive all peeckeming from
its children. From the above discussion it is cliat computing
the ideal talk-interval value would require globadowledge of
the topology. Moreover, this information would réguto be
updated as topology and network operating conditiohange.
Therefore, such an ideal approach is not feasibla scenario
when the number of nodes can be pretty high, artdomke
conditions may change dynamically after the initieployment.

To tackle these problems we propose an adaptivienagin
technique that approximates the ideal scheme. Ppiroach lets
every parent node choose its own talk interval. Teeision
involves only local information, thus it does neguire global
knowledge of the topology. In addition, the prombsechnique
leverages estimates of the channel access timedotention-
based MAC protocols.

3.2.1 Talk interval estimation

In the following discussion we assume that nodesp$a the
environment before the beginning of their talk mgds with the
parent. Therefore, at the beginning of a talk weka child node



has all the packets it is going to send to the miame a local
buffer.

During a generic communication period, the pareatenmeasures
the following quantities:

*  Packet inter-arrival timg A, ). The packet inter-arrival time
is the difference between the time instants at whigo
subsequent packets are receivell.s are stored for all
received packets.

*  Number of received packe{s1, ). The total number of
packets received in a single communication period.

These parameters refer to a single communicationgei.e. the
current one. To smooth possible spikes in the estinstatistics,
the estimate for the next communication periocbimputed using
the values of theL previous communication periods. For this
purpose each node uses two moving windows, in wiistores
A, andn,, related to the last. communication periods.

The time required to get all packets sent by chiidin the next
communication period is then estimated as:
TIZ = A,

where A is the average inter arrival time amds the maximum
number of received packets (both statistics arduated on the
respective moving windows). Note that usingly is a
conservative choice, to minimize the packet-lossbability. The
estimate for the next talk interval is computededasn TI ",
and by recalling that the talk interval must alova the parent
node to send a beacon packet. Thus, the next risdkval
estimation is computed as

TIm =|(TI

m+1

md est

+BP)/s|.

The above equation needs some detailed explandtimi.of all,

we want the talk interval estimate to also incladeeacon period,
denoted byBF . Then, we introduce in the above equation the
“slot-time”, denoted bys . Specifically, the slot time is twice the
maximum time required for a packet to be succedyséidlivered

by the underlying MAC protocol. The talk intervaitienates are
an integer number of slots, and cannot be lowen thae slot.
This guarantees that any child has always a chaneend packets
to the parent, even after phases during which st i traffic to
send.

Directly advertisingTI™i* to children as the next talk interval
length might lead to some flapping of the protopatameters.
Therefore, in order to smooth the variation of thk interval
estimates, we also define two guard bamggsand g, . The next
talk interval advertised to childrerm(™?) is finally computed as
follows:

i (TINE-TI > g,)
TI m+1 =T| m+l

md

else if (TI™-TIM*

md

TI m+1 :Tl m+1 -3

rnd
Increases of the talk interval are managed lessazwatively than
decreases. Indeed, if the difference between theams the old
estimate is higher tham, , we immediately advertise the newly
estimated value. On the other hand, if the diffeeechetween the
old and the new estimates is greater than or etjuay, we

29,)
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Figure 3. Balanced topology

decreasethe estimate by one slot time. Indeed, aggressive
increases tends to minimize the probability of Ingspackets.
Following the same rationaleg, should be less thag, . In our
simulations we have sej, = 2g, = 2s.

3.3 Protocol operations

Having laid down in the previous section the algjon to adapt
our scheme to dynamic network and application dini, we
now describe how this adaptation policy can be émgnted into
networking protocols.

3.3.1 Talk interval reduction

To reduce the talk interval a parent node advextige new
schedule parameters by sending a beacon to itrehil All other
nodes will automatically shift the communicatiofsead in time
to ensure that their talk intervals are adjacent HRetter
understand how the protocol works, let's make exfee to the
scenario depicted in Figure la, and suppose thaglthei-th
communication period node 1 has decided to reduse
forthcoming talk intervals with its child (node 2n the i-th
communication period node 1 announces the newirnédkval
duration to its child by means of a beacon. Nodeczives the
beacon and waits for the next communication pefied) to
inform its child (i.e., node 3) about the new salledy
parameters. Because of this, node 2 introduceause phase
between its talk intervals (one with its parent andther with its
child). This behavior ensures that node 3 does luse
synchronization with its parent. The above actiaresrepeated by
node 3 and its descendants (if any) in the nextncomication
periods. Therefore, the pause phase shifts to Idewls one
communication period at a time. A new steady-ssateedule is
reached after a number of communication periodsletpu the
depth of the routing tree.

In conclusion, the talk interval reduction shiftshet
communications to the right (with respect to timésp deferring
descendants sleep-awake schedules. This shift aptmization
to avoid idle times during wakeup phases. Note tiates for
which the talk interval is going to be reduced @®d and 2 in
the figure) benefit from this shift already aftereocommunication
period. Also, handling the shift does not signifitta increase
energy consumption, since nodes can go to sleepgdihe pause
phase (if it is long enough to make it convenienswitch off and
on again).
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3.3.2 Talk interval increase

To increase the talk interval duration, the pammde sends out
two beacon packets. The first is sent to its chiddand contains
the new schedule parameters. The second is serdrdpun the

tree to force a communication shift ahead in tiffieis packet is
required to ensure the correctness of the protdnobrder to

achieve non overlapping parent-child schedules.aBsve, the
example depicted in Figure 1b will help us underdiag. Node 2

decides to increase its talk interval with its dhihode 3. First,
node 2 advertises the new talk interval value & dhildren.

Second, in the same communication period, node reisse

special packet to its parent to shift its talk iaé to the right.

The talk interval increase must satisfy some aoldiiti constraints.
In fact it is easy to show that the talk intervadrease of a parent
must be less than the minimum sleep interval athifidren.

4, SSIMULATION ENVIRONMENT

In order to evaluate the proposed power managepretacol we

have implemented it using the ns2 simulator [1d]all our tests
we used the IEEE 802.15.4 in non-beacon enablecerasdthe
MAC protocol. We used the 2.4 GHz physical layed &urned on

MAC layer acknowledgements. The radio propagatiauehwas

two-way ground; the transmission range was set %o nm

(according to the settings in [12]), while the @arisense range
was set to 30 m (according to the model presemt§tid]).

4.1 Performance metrics
To evaluate the power management protocol we defire
following performance metrics.

» Delivery ratig as the ratio between the number of packets

successfully received by the sink and the numbgrackets
generated by source nodes.

» Average latencyas the time between a packet generation

and the packet reception at the sink node.

e Transient time as the number of communication periods

that occur between a variation in the traffic arte t
stabilization of the new talk interval. We considertalk
interval as stable when it remains the same fdeadt L
communication periods after the last change.

 Power consumptign since the main concern from an

energy-consumption standpoint is reducing the duradf
wakeup phases, we use the talk interval length akso
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power-consumption index.

Each experiment ran 10 times with independent captins.
Unless otherwise stated, we report the averageesalith 90%
confidence intervals. The simulation duration wa®0a
communication periods.

4.2 Topology configuration

We focused our analysis on two different scenaBagh of them
consisted of 30 nodes organized in a 4 level fié® distance
between each node and its parent/children wasosétrm. The
difference between the two scenarios lies in thg m@des were
distributed along the tree.

« Balanced topologyThe nodes formed a binary balanced
tree rooted at sink. Leaf nodes laid only in thedst level
of the tree and each parent had exactly two childre

¢ Unbalanced topologyThe nodes were unevenly distributed
along the tree. There were leaf nodes at eveny Evthe
tree. In addition each parent could have a vargingber of
children.

The balanced topology (Figure 3) represents a siceirawhich
nodes can be carefully deployed, i.e. their pasitian be chosen
by the designers of the sensor network. This tapo#dso reflects
the quite ideal situation in which the network citioths (number
of children, traffic) are almost equally distribdtelong the tree.

On the other hand the unbalanced topology (Figude
corresponds to a scenario in which nodes are ralyddeployed
over a sensor field. In this case the designemioasontrol over
the effective topology of the nodes. This can leagery uneven
distribution of the traffic in the network.

4.3 Dynamic conditions

To test the protocol adaptability we defined thenudation
scenarios described below. In any case packeigearerated only
by leaf nodes. The other nodes only relay recepaakets to their
parent. Therefore, performance figures presentagalter are
related to leaf nodes.

Traffic pattern variation In this experiment leaf nodes
started generating one packet per communicatioiogher
From the 300 to the 408 communication period the traffic
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tripled, i.e. each leaf node produced three packets
communication period. After the 4H0communication
period the nodes returned to the original geneanatite of
one packet per communication period.

»  Topology variation In this experiment only one half of leaf
nodes were present in the initial topology. Starfiom the
300" communication period and until the 490the
remaining leaves joined the network. After the 00
communication period the topology returned to thigioal
state. Each node produced one packet per commiamicat
period.

Table 1. Operational parametersfor simulation

Parameter Value
Talk interval slot ) 150 ms
Beacon period 60 ms
Packet size (payload) 70 bytes
Communication period 30s
Moving window size () 10

5. SIMULATION RESULTS

In the following subsections we show the simulati@sults
obtained in the dynamic scenarios described beforeoth cases,
first we evaluate our power management protocarmslyzing its
ability to adapt to network traffic. Then, we compaur approach
and a staggered schedule with a fixed talk intelizatept where
otherwise stated, the parameters used in the dimulare
reported in Table 1.

5.1 Traffic pattern variation

5.1.1 Protocol adaptability

Figure 4 shows the variation in the talk intervatiferent nodes
over the simulation time for the unbalanced topyployring a
representative simulation run. The talk intervaluearapidly
adapts to the traffic increase after the'™38@mmunication period,
then remains stable for about a hundred of comnatinit periods
and finally returns to the original value. A sinmilaehavior is
achieved with the balanced topology.

Delivery ratio distribution

= o b AR RRRARE
B

Node #id
O Adaptive staggered m Fixed staggered ‘

Figure7. Delivery ratio distribution for traffic
variation in the unbalanced scenario

To better analyze the behavior of the power managéiprotocol
we focus on node 0 (the sink), which is influenbgdhe overall
network traffic. The measures characterizing thadient of node
0 are shown in Table 2. The rising transient timeout five
communication periods for the balanced topology andut four
communication periods for the unbalanced one. Ehiglated to
data propagation. Talk interval adaptation is ®iggl by the
additional packets generated by leaf nodes after 300"
communication period. To trigger the adaptatiothatsink, such
new packets have to “climb up” the tree, one lewl
communication period. Apart from the time requiredtrigger
adaptation at the different levels, results shoat the protocol
reacts quickly to traffic increases. On the othandy we can see
that the falling transient time is longer, i.e. abd3 and 15
communication periods for balanced and unbalanopdlogy.
This is the joint effect of two factors. Firstife system needd.
communication periods to “forget” the previous highffic
condition (in this caseL =10). Recall that the talk interval is
estimated based on the maximum number of packetsent has
received over the previous communication periods. Secondly,
recall that the adaptation heuristic we have adbpte quite
conservative in reducing talk intervals, so as timimize the
probability of loosing packets. Clearly, this hetid is a major
driving factor of the performance in terms of ragiand falling
transient times.

Table 2. Sink adaptation transient timesfor traffic variation

Metric Balanced Unbalanced
Raising transient (CPs) 5.2+2.9 3.6£0.9
Falling transient (CPs)| 13.4+0.2 15+ 0.01

It is also interesting to analyze the system parforce in terms of
delivery ratio and average delay. Specificallythie first and last
time slices — corresponding to the situation inalhieaf nodes
generate one packet per communication period —eva delivery
ratio (averaged over all leaf nodes) of about 9%8hijle the

average latency experienced by leaf nodes is T@nsks. During
the time slice in which leaf nodes generate twoket per
communication period, the delivery ratio drops ¥®while the

latency increases to 2.6 seconds. This performamesening is
the effect of both the adaptability transient tirmed the higher
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contention in the network during this time sliceoviever, the
delivery ratio and the delay still remain largedyisfactory.

5.1.2 Comparison with a fixed staggered approach
To have a comparison reference, we compare our tigdap
staggered scheme against a popular fixed staggeredlike the
scheme proposed for TAG [6]. In this case we sewtlue of the
talk interval — that has to be the same for allesoith the network
— to the maximum value used by our protocol
corresponding experiment, computed over all panexdes in the
network. This corresponds to taking the value thauld fit the
maximum traffic in the network during the entirgpeximent.

Figure 6 shows the overall latency and deliverjor&dr the two

approaches and the two scenarios. We can see thadaptive
protocol outperforms the fixed staggered schemt imoterms of
delivery ratio and delay. The higher delivery ratioover 93%
against about 87% — can be explained on the basisntention.

In our adaptive scheme brother nodes are freedosghtheir talk
intervals (with their children) independently. Gretother hand,
in the fixed staggered approach it is easy to katthe starting
time of the talk intervals of brother nodes will @l@vays the same.
If children of two brothers are able to interferghneach other at
the MAC layer (which is quite likely), they will whys contend
(and possibly collide) with each other at the bewig of the talk

intervals. In our adaptive scheme talk intervalingel by brother
are independent of each other, and, as a side efffiéx reduces
the probability of collisions among children of trer nodes.
Actually, we have found that the adaptive staggesedeme
experiences about half the collisions experiencgdhe fixed

staggered approach.

The performance gain of the adaptive scheme is ewere

evident if we focus on the delay and energy congiompndices.

In terms of average delay, the adaptive staggereehse obtains a
latency of 2.56 and 2.22 seconds, respectivelytHerbalanced
and the unbalanced topology. The fixed staggerederse

achieves 4.55 and 4.84 seconds average delaysadhste., about
twice the latency of the adaptive staggered sch@ims.is due to
the longer wakeup times used by the fixed schenuedd, a node
has to wait longer to relay data to its parentrdfeeving received
them from the children. The higher wakeup time éases energy

in the
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Figure 8. Global delivery ratio and latency for topology
variation

consumption, as well. In detail, the fixed stagdespproach
consumes about 2.5x the energy spent by the adaptis.

To evaluate the fairness of the adaptive staggapgdoach with
respect to the various leaf nodes, we also coreidére delivery
ratio distribution among leaf nodes in the netwag, shown in
Figure 7. In this case we consider the unbalancedasio that is
also the most critical one due to the way node dis&ributed
along the tree. We can see that all nodes get aleopsl delivery
ratios, with minor variability with respect to tHixed staggered
approach.

5.2 Topology variation

5.2.1 Protocol adaptability

In this experiment we analyze the experiments ifclvimew leaf
nodes were inserted after the 80€ommunication period, and
then removed after the 4b@ommunication period.

As in the previous case, Figure 9 shows the vanaim the talk
interval of different nodes over time for the urdraled topology,
during a representative simulation run. Again, tresulting
behavior matches the expected variation. A sintil@havior is
achieved with the balanced topology.

Table 3. Sink adaptation transient times for topology variation

Metric Balanced Unbalanced
Raising transient (CPs) 1.8+ 0.58 1.1+ 0.42
Falling transient (CPs)| 29.6+ 7.6 10.0+ 0.01

The measures characterizing the transient of tileasie shown in
Table 3. We can see that the rising transient t&rewer than in
the previous experiment. This is due to the faat th some cases
the measured talk interval is already long enowgiccommodate
the increase due to the changed topology withotreasing the
talk interval. On the other hand, the falling tri@ns time is higher
than in the previous experiment. This depends an ltwer
variation of the traffic when the additional noda® removed
after the 40 communication period. Indeed, it can be shown
that, under our policy, the talk interval decreasguicker when
the traffic variation is higher, because talk img#rreductions are
triggered more frequently.
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Figure 10. Delivery ratio distribution for the traffic
variation in the unbalanced topology

5.2.2 Comparison with a fixed staggered approach
For comparison, we ran the same experiment with fiked
staggered scheme also in this case. Again, thetimeagaggered
scheme achieves higher delivery ratios i.e., 94#% 35% against
87% and 88% for the balanced and the unbalanceoldgy
respectively. Specifically, also in this case tla@ive scheme
halves the collisions experienced by the fixed gtagd scheme.

The adaptive approach achieves performance gasosimlterms
of average delay and energy consumption. Spedificdhe
average delays under the adaptive scheme are 201134
seconds for the balanced and unbalanced topologibe
corresponding average delay experienced underixbe §cheme
are 2.30 seconds and 1.99 seconds. Finally, thexl fscheme
spends about 1.4x the energy spent by the adapiwe

As a final remark, Figure 10 shows that also insthiet of
experiments the adaptive scheme was able to berkaba fair
with all leaf nodes. The adaptive scheme outperfothe fixed
scheme from this standpoint, as well.

6. CONCLUSIONS

In this paper we have proposed a staggered wakewerp

management protocol for sensor networks, suitable data

collection applications in which nodes have to pdigally report

to a sink. The main distinctive features of thifesne are: (i) it

operates on top of the MAC protocol, and is ndittigp any MAC

in particular; and (ii) it is able to adapt theegévakeup schedule
dynamically, as the operating conditions changees€hfeatures
are very well suited for sensor networks, whichepected to be
deployed mostly at random, and have to run unatrafter

deployment. Simulations show that our power managem
protocol is able to rapidly adapt to varying traftonditions.

Specifically, it just needs a few application repay periods to

reach a new steady state after a sudden increaséhef the

traffic generated by the nodes, or the number afesoin the

network. In addition it also provides low latencyta forwarding

and low energy consumption. Compared to a fixedjgeeed

approach, our scheme reduces latency and energuioption by

about one half. Furthermore, thanks to a drasticiegon of the

contention, it also increases the delivery ratio.

The results presented in this work show that suthadaptive
sleep/wakeup scheme is a valid candidate for senstworks

devoted to gathering data from the physical envirent. We are
currently working on better characterizing its béba with

respect to various networking scenarios it couldiged in. Also,
our scheme can accommodate various adaptationigsolfor
dynamically changing the sleep/wakeup schedulesleVith this

paper we have presented a simple heuristic for, tifferent
policies could be investigated and compared.
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