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Cooperation through Self-Similar Social Networks

STUART M. ALLEN, GUALTIERO COLOMBO and ROGER M. WHITAKER

Cardiff University

We address the problem of cooperation in decentralised systems, specifically looking at interactions
between independent pairs of peers where mutual exchange of resources (e.g., updating or sharing
content) is required. In the absence of any enforcement mechanism or protocol, there is no
incentive for one party to directly reciprocate during a transaction with another. Consequently,
for such decentralised systems to function, protocols for self-organisation need to explicitly promote
cooperation in a manner where abeyance to the protocol is incentivised.

In this paper we introduce a new generic model to achieve this. The model is based on peers
repeatedly interacting to build up and maintain a dynamic social network of others that they
can trust based on similarity of cooperation. This mechanism effectively incentivises unselfish
behaviour, where peers with higher levels of cooperation gain higher payoff. We examine the
model’s behaviour and robustness in detail. This includes the effect of peers self-adapting their
cooperation level in response to maximising their payoff, representing a Nash-equilibrium of the
system. The study shows that the formation of a social network based on reflexive cooperation
levels can be a highly effective and robust incentive mechanism for autonomous decentralised
systems.

Categories and Subject Descriptors: I.2.11 [Computing Methodologies]: Distributed Arti-
ficial Intelligence—Multiagent systems; C.2.1 [COMPUTER-COMMUNICATION NET-
WORKS]: Network Architecture and Design—Distributed networks

General Terms: Algorithms

Additional Key Words and Phrases: cooperation, decentralised systems, self-organisation

1. INTRODUCTION

Distributed systems that depend on the cooperation of self-interested and au-
tonomous peers are increasingly prevalent for communication and content provi-
sion. Peer-to-peer (P2P) overlay networks for file sharing such as BitTorrent [Co-
hen 2003] and Gnutella [Ripeanu et al. 2002] are now well-known examples, as are
online auctions [Resnick and Zeckhauser 2002]. Examples also arise from the wire-
less communications domain. For example, a mobile ad-hoc network (MANET)
requires nodes to forward packets on behalf of others [Michiardi and Molva 2002].
More recently, the emergence of opportunistic networks [Pelusi et al. 2006] and
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Measuring Individual Regularity in
Human Visiting Patterns

Matthew J. Williams, Roger M. Whitaker, and Stuart M. Allen
Cardiff School of Computer Science & Informatics, Cardiff University

Queen’s Buildings, 5 The Parade, Cardiff CF24 3AA, UK
Email: {m.j.williams, r.m.whitaker, stuart.m.allen}@cs.cardiff.ac.uk

Abstract—The ability to quantify the level of regularity in an
individual’s patterns of visiting a particular location provides
valuable context in many areas, such as urban planning, reality
mining, and opportunistic networks. However, in many cases,
visit data is only available as zero-duration events, precluding
the application of methods that require continuous, densely-
sampled data. To address this, our approach in this paper takes
inspiration from an established body of research in the neural
coding community that deals with the similar problem of finding
patterns in event-based data. We adapt a neural synchrony
measure to develop a method of quantifying the regularity of
an individual’s visits to a location, where regularity is defined
as the level of similarity in weekly visiting patterns. We apply
this method to study regularity in three real-world datasets;
specifically, a metropolitan transport system, a university campus,
and an online location-sharing service. Among our findings we
identify a core group of individuals in each dataset that visited
at least one location with near-perfect regularity.

I. INTRODUCTION

The popularity of devices capable of tracking where individ-
uals have visited (such as GPS-enabled mobile phones) offers
both opportunities in providing location-aware commercial
services to users and research opportunities in measuring
and understanding human mobility behaviour. Furthering our
understanding of human visiting patterns is important in di-
verse areas such as urban planning [1], recommender systems
[2], opportunistic networks [3], and limiting the spread of
biological and computer viruses [4].

It is difficult to study human mobility without considering
its temporal nature. It has been shown that both the ordering
of visits and the timing of visits [5] contains information that
can be used to build powerful predictors of future behaviour.
Furthermore, human behaviour is driven by daily and weekly
routine [6], [7]. Although this form of temporal structure is
a rich source of information about individual behaviour, there
has been little work to examine regularity in individual visiting
patterns. Factors such as wealth, profession, lifestyle, and
health affect an individual’s routine, and therefore his or her
mobility patterns. This is likely to give rise to diversity in the
population’s visiting patterns and regularity. Indeed, diversity
has been found to be fundamental to human behaviour, both
within the same population and among different populations,
even having an evolutionary component [8]. Diversity in
visiting regularity may also exist among locations, with some
places, such as workplaces, having a natural predisposition for
routine.

While collective analysis of behaviour (i.e., focusing on
aggregate statistics of large populations of individuals) reveals
periodic temporal behaviour [7], [9], it is important to also
consider the individual scale (e.g., [10]), focusing on the
patterns of individuals from which the collective properties
emerge. It is at the individual scale that context-aware com-
puting, user profiling, and personalised recommendations are
performed. However, analysis at this scale is more challenging
as the data are more sparse and the effects of unpredictable
changes in behaviour are more prominent. These effects are
smoothed at the collective scale due to the aggregation of many
different, but weakly correlated, patterns.

In many real-world systems the visits of users are reduced
to instantaneous events, with information about the duration
of a stay either unrecorded or ignored. Despite this loss of
information, it is still valuable to analyse patterns of visits in
these systems. Examples of systems that capture event-based
visits include ‘checkins’ to venues in social networks and
location sharing services (for example, Facebook, Foursquare,
and Google Latitude), geo-tagged user-contributed content
(such as Twitter and Flickr), and electronic ticket payments in
metropolitan transport systems (such as the London transport
network). With these data there is no clear way to infer the
staying time, but nevertheless we are still able to extract
interesting patterns from arrival times alone.

In this paper we present a simple and efficient method for
measuring regularity in an individual’s visits to a location
and use it to explore the presence of regularity and routine
in real-world data. We define regularity as a visiting pattern
that is repeated with a reoccurring time frame (for example,
on a week-by-week or day-by-day basis). User visit data
such as this is very sparse and consequently challenging to
effectively model. This sparsity makes it difficult to apply
many established approaches for measuring regularity and
periodicity, such as nonlinear time series analysis, harmonic
analysis, and recurrence quantification analysis, as these are
most effective for time series that are continuous and densely
sampled. Although these approaches are unsuitable, in this
paper we draw on the large body of relevant work in the
neurophysiology community dealing with the problem of
finding regularity in event-based data.

The measure we present, named IVI-irregularity (inter-
visit interval irregularity), is adapted from a synchrony mea-
sure used in neural coding [11] (the branch of neurophysiology
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IVI‐Irregularity: “inter‐visit 
interval irregularity” 

concerned with the coding of information among the neurons
in the brain). In the context of neural coding, neurophysiolo-
gists deal with ensembles of spike trains, where each train
represents the instantaneous electrical pulses (or spikes) of
a particular neuron. An ensemble of spike trains is said to
exhibit high synchrony if the spikes in the trains occur at
similar times. Spikes can be regarded as abstract, zero-duration
events; in our case, spikes correspond to visits to a particular
location. We use a spike train synchrony measure to quantify
the dissimilarity in visits in different weeks; if visits in each
week occur at very similar times, then dissimilarity is very
low, and thus regularity is high. Throughout this paper we use
the terms visit and inter-visit interval (IVI) rather than spike
and inter-spike interval, as we are applying these techniques
outside the context of neurophysiology.

Using IVI-irregularity we seek to determine the prevalence
of regular relationships between individuals and locations and
factors that influence the level of regularity. We study these
questions using three empirical traces of human mobility, and
find that a core subgroup of individuals in each dataset have a
number of locations they visit with high regularity. For many
applications it is useful to treat regular visits differently to
erratic visits. Being aware of these characteristics of human
mobility, and being able to effectively measure them, is
valuable in many of the aforementioned scenarios.

The rest of this paper is structured as follows. The irregu-
larity measure is formulated in Section II. In Section III the
datasets used in the analysis are discussed. The analysis of
regularity in these datasets is presented in Section IV. We
discuss related work in Section V. Finally, in Section VI we
conclude the paper with a summary of the contributions and
opportunities for future work.

II. MEASURING REGULARITY

We define regularity as repeated routine over time. For
example, an individual visiting a location at very similar times
each week is considered to have a highly regular pattern for
that location. On the other hand, if the individual visits the
location at very different times each week it is considered to be
very a irregular pattern. Throughout this paper we use week-
by-week comparison to determine regularity; however, in the
following formulation we generalise this to any window size,
denoted by ω.

The measure we introduce quantifies the level of irregularity
in an individual’s visits to a particular location in a given
period of time. Let the chronology of an individual v’s visits
to a particular location l be denoted by the ordered sequence of
times Cv,l = {ti | i = 1, . . . , L}, where L is the number of v’s
visits to l. These times are assumed to be offsets from some
arbitrary origin, giving values ti ∈ (0, Tmax] ∀ i = 1, . . . , L.
The chronology is segmented into disjoint windows of duration
ω to build N visit trains. The absolute times of visits are
translated to offsets from the start time of their corresponding
window; thus, each train has visit times in the interval (0,ω].
We assume Tmax and ω are chosen such that ωN = Tmax. We
denote the number of visits in the nth train with Ln and the
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Fig. 1. Example visit trains for a particular user and access point in the
DARTMOUTH dataset. Window width ω = 7 days.

sequence of visit times with {un
i | i = 1, . . . , Ln}. An example

of the visit trains for a chronology in the DARTMOUTH dataset
(discussed in Section III) are shown in Figure 1.

Irregularity is quantified by applying the ISI-diversity [12]
measure to the ensemble of N visit trains. The measure is
computationally efficient, scaling linearly in both the number
of visit trains N and number of visits L. We begin by
defining the inter-visit interval (IVI) as the time between
two consecutive visits. The instantaneous inter-visit interval
function In(u) gives the IVI for the nth train at time offset
u; formally, we consider three cases,

In(u) = un
1 if 0 < u ≤ un

1 ,
In(u) = ω − un

Ln
if un

Ln
< u ≤ ω ,

and In(u) = min(un
i |un

i ≥ u) −max(un
i |un

i < u) if un
1 <

u ≤ un
Ln

.
We define two further instantaneous measures. For time

offset u, the instantaneous mean µ(u) is given by

µ(u) =
1

N

N∑

n=1

In(u)

and the instantaneous standard deviation σ(u) is given by

σ(u) =

(
1

N − 1

N∑

n=1

(In(u)− µ(u))2
)1/2

.

The coefficient of variation cvar(u) provides a measure of
dispersion in the IVI values at time offset u,

cvar(u) =
σ(u)

µ(u)
.

The coefficient of variation is a unitless measure and nor-
malised against the mean, which enables comparison between
the dispersion in collections of large IVI values and collections
of small IVI values.

By integrating over time offset u we obtain a measure of
overall dissimilarity D(Cv,l) in the ensemble of visit trains
for chronology Cv,l; formally,

D(Cv,l) =
1

ω

∫ ω

0
cvar(u) du .

The resulting D(Cv,l) is a non-negative value, with D(Cv,l) =
0 indicating identical trains (or perfect regularity), and higher
values indicating more irregularity in the visiting patterns. We
refer to D(·) as the IVI-irregularity measure.

concerned with the coding of information among the neurons
in the brain). In the context of neural coding, neurophysiolo-
gists deal with ensembles of spike trains, where each train
represents the instantaneous electrical pulses (or spikes) of
a particular neuron. An ensemble of spike trains is said to
exhibit high synchrony if the spikes in the trains occur at
similar times. Spikes can be regarded as abstract, zero-duration
events; in our case, spikes correspond to visits to a particular
location. We use a spike train synchrony measure to quantify
the dissimilarity in visits in different weeks; if visits in each
week occur at very similar times, then dissimilarity is very
low, and thus regularity is high. Throughout this paper we use
the terms visit and inter-visit interval (IVI) rather than spike
and inter-spike interval, as we are applying these techniques
outside the context of neurophysiology.

Using IVI-irregularity we seek to determine the prevalence
of regular relationships between individuals and locations and
factors that influence the level of regularity. We study these
questions using three empirical traces of human mobility, and
find that a core subgroup of individuals in each dataset have a
number of locations they visit with high regularity. For many
applications it is useful to treat regular visits differently to
erratic visits. Being aware of these characteristics of human
mobility, and being able to effectively measure them, is
valuable in many of the aforementioned scenarios.

The rest of this paper is structured as follows. The irregu-
larity measure is formulated in Section II. In Section III the
datasets used in the analysis are discussed. The analysis of
regularity in these datasets is presented in Section IV. We
discuss related work in Section V. Finally, in Section VI we
conclude the paper with a summary of the contributions and
opportunities for future work.

II. MEASURING REGULARITY

We define regularity as repeated routine over time. For
example, an individual visiting a location at very similar times
each week is considered to have a highly regular pattern for
that location. On the other hand, if the individual visits the
location at very different times each week it is considered to be
very a irregular pattern. Throughout this paper we use week-
by-week comparison to determine regularity; however, in the
following formulation we generalise this to any window size,
denoted by ω.

The measure we introduce quantifies the level of irregularity
in an individual’s visits to a particular location in a given
period of time. Let the chronology of an individual v’s visits
to a particular location l be denoted by the ordered sequence of
times Cv,l = {ti | i = 1, . . . , L}, where L is the number of v’s
visits to l. These times are assumed to be offsets from some
arbitrary origin, giving values ti ∈ (0, Tmax] ∀ i = 1, . . . , L.
The chronology is segmented into disjoint windows of duration
ω to build N visit trains. The absolute times of visits are
translated to offsets from the start time of their corresponding
window; thus, each train has visit times in the interval (0,ω].
We assume Tmax and ω are chosen such that ωN = Tmax. We
denote the number of visits in the nth train with Ln and the
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sequence of visit times with {un
i | i = 1, . . . , Ln}. An example

of the visit trains for a chronology in the DARTMOUTH dataset
(discussed in Section III) are shown in Figure 1.

Irregularity is quantified by applying the ISI-diversity [12]
measure to the ensemble of N visit trains. The measure is
computationally efficient, scaling linearly in both the number
of visit trains N and number of visits L. We begin by
defining the inter-visit interval (IVI) as the time between
two consecutive visits. The instantaneous inter-visit interval
function In(u) gives the IVI for the nth train at time offset
u; formally, we consider three cases,

In(u) = un
1 if 0 < u ≤ un

1 ,
In(u) = ω − un

Ln
if un

Ln
< u ≤ ω ,

and In(u) = min(un
i |un

i ≥ u) −max(un
i |un

i < u) if un
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.
We define two further instantaneous measures. For time

offset u, the instantaneous mean µ(u) is given by

µ(u) =
1

N

N∑

n=1

In(u)

and the instantaneous standard deviation σ(u) is given by

σ(u) =

(
1

N − 1

N∑

n=1

(In(u)− µ(u))2
)1/2

.

The coefficient of variation cvar(u) provides a measure of
dispersion in the IVI values at time offset u,

cvar(u) =
σ(u)

µ(u)
.

The coefficient of variation is a unitless measure and nor-
malised against the mean, which enables comparison between
the dispersion in collections of large IVI values and collections
of small IVI values.

By integrating over time offset u we obtain a measure of
overall dissimilarity D(Cv,l) in the ensemble of visit trains
for chronology Cv,l; formally,

D(Cv,l) =
1

ω

∫ ω

0
cvar(u) du .

The resulting D(Cv,l) is a non-negative value, with D(Cv,l) =
0 indicating identical trains (or perfect regularity), and higher
values indicating more irregularity in the visiting patterns. We
refer to D(·) as the IVI-irregularity measure.

concerned with the coding of information among the neurons
in the brain). In the context of neural coding, neurophysiolo-
gists deal with ensembles of spike trains, where each train
represents the instantaneous electrical pulses (or spikes) of
a particular neuron. An ensemble of spike trains is said to
exhibit high synchrony if the spikes in the trains occur at
similar times. Spikes can be regarded as abstract, zero-duration
events; in our case, spikes correspond to visits to a particular
location. We use a spike train synchrony measure to quantify
the dissimilarity in visits in different weeks; if visits in each
week occur at very similar times, then dissimilarity is very
low, and thus regularity is high. Throughout this paper we use
the terms visit and inter-visit interval (IVI) rather than spike
and inter-spike interval, as we are applying these techniques
outside the context of neurophysiology.

Using IVI-irregularity we seek to determine the prevalence
of regular relationships between individuals and locations and
factors that influence the level of regularity. We study these
questions using three empirical traces of human mobility, and
find that a core subgroup of individuals in each dataset have a
number of locations they visit with high regularity. For many
applications it is useful to treat regular visits differently to
erratic visits. Being aware of these characteristics of human
mobility, and being able to effectively measure them, is
valuable in many of the aforementioned scenarios.

The rest of this paper is structured as follows. The irregu-
larity measure is formulated in Section II. In Section III the
datasets used in the analysis are discussed. The analysis of
regularity in these datasets is presented in Section IV. We
discuss related work in Section V. Finally, in Section VI we
conclude the paper with a summary of the contributions and
opportunities for future work.

II. MEASURING REGULARITY

We define regularity as repeated routine over time. For
example, an individual visiting a location at very similar times
each week is considered to have a highly regular pattern for
that location. On the other hand, if the individual visits the
location at very different times each week it is considered to be
very a irregular pattern. Throughout this paper we use week-
by-week comparison to determine regularity; however, in the
following formulation we generalise this to any window size,
denoted by ω.

The measure we introduce quantifies the level of irregularity
in an individual’s visits to a particular location in a given
period of time. Let the chronology of an individual v’s visits
to a particular location l be denoted by the ordered sequence of
times Cv,l = {ti | i = 1, . . . , L}, where L is the number of v’s
visits to l. These times are assumed to be offsets from some
arbitrary origin, giving values ti ∈ (0, Tmax] ∀ i = 1, . . . , L.
The chronology is segmented into disjoint windows of duration
ω to build N visit trains. The absolute times of visits are
translated to offsets from the start time of their corresponding
window; thus, each train has visit times in the interval (0,ω].
We assume Tmax and ω are chosen such that ωN = Tmax. We
denote the number of visits in the nth train with Ln and the
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Irregularity is quantified by applying the ISI-diversity [12]
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computationally efficient, scaling linearly in both the number
of visit trains N and number of visits L. We begin by
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The coefficient of variation is a unitless measure and nor-
malised against the mean, which enables comparison between
the dispersion in collections of large IVI values and collections
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By integrating over time offset u we obtain a measure of
overall dissimilarity D(Cv,l) in the ensemble of visit trains
for chronology Cv,l; formally,

D(Cv,l) =
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∫ ω
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The resulting D(Cv,l) is a non-negative value, with D(Cv,l) =
0 indicating identical trains (or perfect regularity), and higher
values indicating more irregularity in the visiting patterns. We
refer to D(·) as the IVI-irregularity measure.
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similar times. Spikes can be regarded as abstract, zero-duration
events; in our case, spikes correspond to visits to a particular
location. We use a spike train synchrony measure to quantify
the dissimilarity in visits in different weeks; if visits in each
week occur at very similar times, then dissimilarity is very
low, and thus regularity is high. Throughout this paper we use
the terms visit and inter-visit interval (IVI) rather than spike
and inter-spike interval, as we are applying these techniques
outside the context of neurophysiology.

Using IVI-irregularity we seek to determine the prevalence
of regular relationships between individuals and locations and
factors that influence the level of regularity. We study these
questions using three empirical traces of human mobility, and
find that a core subgroup of individuals in each dataset have a
number of locations they visit with high regularity. For many
applications it is useful to treat regular visits differently to
erratic visits. Being aware of these characteristics of human
mobility, and being able to effectively measure them, is
valuable in many of the aforementioned scenarios.

The rest of this paper is structured as follows. The irregu-
larity measure is formulated in Section II. In Section III the
datasets used in the analysis are discussed. The analysis of
regularity in these datasets is presented in Section IV. We
discuss related work in Section V. Finally, in Section VI we
conclude the paper with a summary of the contributions and
opportunities for future work.

II. MEASURING REGULARITY

We define regularity as repeated routine over time. For
example, an individual visiting a location at very similar times
each week is considered to have a highly regular pattern for
that location. On the other hand, if the individual visits the
location at very different times each week it is considered to be
very a irregular pattern. Throughout this paper we use week-
by-week comparison to determine regularity; however, in the
following formulation we generalise this to any window size,
denoted by ω.

The measure we introduce quantifies the level of irregularity
in an individual’s visits to a particular location in a given
period of time. Let the chronology of an individual v’s visits
to a particular location l be denoted by the ordered sequence of
times Cv,l = {ti | i = 1, . . . , L}, where L is the number of v’s
visits to l. These times are assumed to be offsets from some
arbitrary origin, giving values ti ∈ (0, Tmax] ∀ i = 1, . . . , L.
The chronology is segmented into disjoint windows of duration
ω to build N visit trains. The absolute times of visits are
translated to offsets from the start time of their corresponding
window; thus, each train has visit times in the interval (0,ω].
We assume Tmax and ω are chosen such that ωN = Tmax. We
denote the number of visits in the nth train with Ln and the
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of the visit trains for a chronology in the DARTMOUTH dataset
(discussed in Section III) are shown in Figure 1.

Irregularity is quantified by applying the ISI-diversity [12]
measure to the ensemble of N visit trains. The measure is
computationally efficient, scaling linearly in both the number
of visit trains N and number of visits L. We begin by
defining the inter-visit interval (IVI) as the time between
two consecutive visits. The instantaneous inter-visit interval
function In(u) gives the IVI for the nth train at time offset
u; formally, we consider three cases,
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dispersion in the IVI values at time offset u,

cvar(u) =
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.

The coefficient of variation is a unitless measure and nor-
malised against the mean, which enables comparison between
the dispersion in collections of large IVI values and collections
of small IVI values.

By integrating over time offset u we obtain a measure of
overall dissimilarity D(Cv,l) in the ensemble of visit trains
for chronology Cv,l; formally,

D(Cv,l) =
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∫ ω

0
cvar(u) du .

The resulting D(Cv,l) is a non-negative value, with D(Cv,l) =
0 indicating identical trains (or perfect regularity), and higher
values indicating more irregularity in the visiting patterns. We
refer to D(·) as the IVI-irregularity measure.
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Abstract—We present results from a web-based experiment
conducted to assess the effect of Twitter metadata on decision
making in content consumption. Participants were presented with
information concerning two tweets and asked which they would
prefer to read. Analysis of the results shows that recognition of
the author as being within the readers local network is highly
influential in the decision to read a tweet. This has analogies with
results from cognitive psychology on decision making processes
such as the recognition heuristic. The role of more detailed quan-
titative metadata has also been assessed. Surprisingly, metadata
describing the popularity of tweet authors in terms of the number
of followers or the number of tweets written has no significant
impact on decision making, while metadata describing the tweet
content (the number of retweets) has a significant impact, with a
large proportion of users preferring to read content that has been
retweeted a larger number of times. When friendship information
and quantitative values are combined the impact of the friendship
information is reduced, but a larger proportion of users still
prefer to choose based on this information, while the impact of
the retweet value is reduced.

I. INTRODUCTION

The real-time nature of micro-blog services such as Twitter1

leads to a constantly updating stream of content whose entire
consumption can require a significant cognitive effort. Thus
when reading/browsing Twitter humans perform a subcon-
scious filtering process through which decisions for consump-
tion are made. Although quick glimpses of parts of the actual
tweet text can contribute to users choices (through noticing
items such as hashtags or notable keywords), other metadata
cues external to the content of a tweet also influence the
selection mechanisms of readers. For example, tweets may
be perceived as being more worthy of attention when their
author is recognised as being within a reader’s social circle,
irrespective of content. Metadata cues are also interesting
because they are key elements in exposing readers to unex-
plored, yet relevant social media content. It is not sufficient
to merely display such content; readers must also be provided
with appropriate cues that avoid them skipping, dismissing or
ignoring the content.

In this paper we investigate the role of such metadata
as cues for assessing relevance, and as such, our work is
closely related to cognitive decision making under constrained
conditions. In particular, we are interested in determining the
extent to which simple psychological models such as the

1http://www.twitter.com

Recognition heuristic [1] apply within the context of tweets
and Twitter users. The Recognition heuristic states: “If one of
two objects is recognised and the other is not, then infer that
the recognised object has the higher value with respect to the
criterion.” These cognitive approaches for decision making
assume that cues which are based on familiarity drive human
preference. For example, in the original experiments [1] a
number of participants were asked to choose which from
a group of German cities had the highest population with
the results showing that they routinely (and correctly) picked
the city they recognised. To investigate these issues we have
developed an open online experiment based on the pairwise
comparison of selected tweets. A Twitter user is asked to make
choices on their preference of tweet for consumption when
they are presented with only limited meta-data. In each pair of
tweets presented to a user, one is selected from their timeline
(the list of tweets they would personally see when browsing
twitter.com, written by the people they follow) and one comes
from a user whom they definitely do not follow, thus being
a tweet they would not normally see. We present users with
limited information about each tweet, but do not show the
content itself, and ask them which from the pair they would
prefer to read. We enforce that the participants decision is
taken on explicit cues, either qualitative information (such as
the authors screen name) or quantitative information (such as
the number of retweets of the tweet).

The remainder of the paper is structured as follows: Sec-
tion II gives an overview of the related literature; Section III
provides details of the experimental design, while Section IV
presents and analyses the results obtained. Finally Section V
summarises the conclusions of the work and outlines future
enhancements.

II. RELATED WORK

Micro-blogging services have seen a remarkable growth in
the last few years, partly due to the limited cognitive effort
required to parse an individual update in return for the numer-
ous benefits that they can provide. These services are used
for multiple purposes from social networking to advertising;
from receiving and broadcasting news feeds to exchanging
information targeting specific topics or communities. One of
the reasons for their success is the opportunity to post and
receive updates in real time so to draw attention events while
they are occurring [2].
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Fig. 4. Proportion selecting the greatest for difference between number of
retweets

TABLE III
PROPORTION OF USERS SELECTING THE TIMELINE TWEET (PT ) FOR EACH

OF THE ‘COMBINED CUES’ QUESTION TYPES

Followers Following Tweets Retweets
Screen name 0.779 0.816 0.798 0.745

Avatar 0.772 0.820 0.861 0.731
Friendship 0.814 0.738 0.775 0.654

Names +Avatar 0.846 0.822 0.929 0.848

decision making of participants, we see that the proportion
selecting the greatest value remains high across all difference
values. This shows that even when the difference between the
number of retweets of two tweets is very small, there is still
a high probability that a participant will choose the greatest
value.

C. Combined Cue Questions
Table III and IV presents the proportion of users selecting

respectively the timeline (PT ) and the greatest tweets (PG)
for the ‘combined cues’ questions, each of which combines
a friendship cue with a quantitative measure. We observe
that the mean values concerning the selection of a tweet
from the timeline remains close to 0.8, whereas no particular
tendency is directly observed for the selection of the greatest
(values range from 0.38 to 0.67). These results suggest that
participants are more likely to use the friendship cues to select
an update that comes from their own timeline, ignoring the
quantitative cues (no matter what their value). From this table
we can see that in all cases the impact on subjects of the
friendship cues to direct their selections is weaker than in the
single cue experiments (since the proportions of users selecting
the tweet from within their timeline are generally lower).

To further investigate this we conducted a one-way ANOVA
on the statistical significance of the differences between
combined cues questions and the corresponding single cue
questions, shown in Table V. Here sources of variation are
represented by pairs of single versus combined cues. The
random variables on which we conduct the analysis are the

TABLE IV
PROPORTION OF USERS SELECTING THE GREATEST TWEET (PG) FOR

EACH OF THE ‘COMBINED CUES’ QUESTION TYPES

Followers Following Tweets Retweets
Screen name 0.449 0.472 0.522 0.615

Avatar 0.427 0.514 0.472 0.536
Friendship 0.416 0.467 0.401 0.674

Names +Avatar 0.441 0.383 0.495 0.500

TABLE V
ONE WAY ANOVAS FOR DIFFERENT ‘COMBINED CUES’ QUESTIONS

Source of var-QT X var. Mean Square F statistic
Friendship Quantity betw. with. calc. tab.

Screen
Followers Timeline 0.672 0.059 11.24 < 3.92
Following Timeline 0.378 0.057 6.63 < 3.92

name Tweets Timeline 0.565 0.057 9.89 < 3.92
Retweets Timeline 1.051 0.062 16.84 < 3.92

Avatar

Followers Timeline 0.775 0.059 13.13 < 3.92
Following Timeline 0293 0.053 5.49 < 3.92

Tweets Timeline 0.073 0.050 1.46 > 3.84
Retweets Timeline 1.486 0.063 23.25 < 3.92

Friendship

Followers Timeline 0.454 0.061 7.46 < 3.92
Following Timeline 1.163 0.067 17.29 < 3.92

Tweets Timeline 0.654 0.063 10.29 < 3.92
Retweets Timeline 2.618 0.074 34.99 < 3.92

Names+
Followers Timeline 0.727 0.049 1.45 > 3.84
Following Timeline 1.592 0.051 3.07 > 3.84

Avatar Tweets Timeline 0.070 0.036 1.95 > 3.84
Retweets Timeline 0.110 0.049 2.21 > 3.84

Retweets

S.name Greatest 3.836 0.086 44.10 < 3.92
Avatar Greatest 6.084 0.089 67.96 < 3.92
Friend. Greatest 2.547 0.083 30.49 < 3.92

Nam.+Av. Greatest 7.600 0.089 84.69 < 3.92

‘selection of the tweets inside the subject timeline’ and the
‘selection of the tweets with greatest value’; the ‘within group’
values refer to the total number of observations (i.e answers
received for a given Question Type). For space restrictions we
will only focus on two specific groups of questions.

The first group concerns cues about friendship and includes
all ‘combined’ question types from number 10 to 30 ques-
tioning whether the addition of a quantitative cue weakens (as
may be expected) the impact on the ‘selection of the timeline
update’ (considered as the random variable). Rejecting the null
hypothesis of no such impact (in bold in the table) means that
users decision to choose the timeline tweet are significantly
weakened because of the addition of the quantitative cue (and
vice versa for the values not highlighted in bold). As can be
observed from the results this happens in most cases, showing
that the difference is significant. Note that when multiple
friendship information is provided (i.e. name, screen name,
and avatar, for questions 22 to 25) and in one case when the
avatar is shown in combination with the tweet count (question
16), the addition of the quantitative cue does not have a
significant negative effect on the impact of the friendship cues.
This result is not completely unexpected since showing images
or multiple information could be thought as having stronger
impact on participants than showing only the author names.

If we look at quantitative cues, the only cue that had
significant impact in isolation (see the single cue Table II)
was the ‘number of retweets’. We can consider with interest
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